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Mass Flow Rate Controlled Fully
Developed Laminar Pulsating
Pipe Flows
Pressure gradient driven, laminar, fully developed pulsating pipe flows have been exten-
sively studied by various researchers and the data for the resultant flow field are avail-
able in a number of publications. The present paper, however, concentrates on related
flows that are mass flow driven, i.e., the flows where the mass flow rate is prescribed as
ṁ=ṁM +ṁAfmstd and fmstd is periodically varying in time. Sinusoidal and triangular
mass flow rate pulsations in time are analytically considered in detail. Results of experi-
mental investigations are presented and are complemented by data deduced from corre-
sponding analytical and numerical studies. Overall, the results provide a clear insight
into mass flow rate driven, laminar, fully developed pulsating pipe flow. To the best of the
authors’ knowledge, flows of this kind have not been studied before experimentally, ana-
lytically and numerically.fDOI: 10.1115/1.1906265g

1 Introduction and Aim of Work
The basic theory of incompressible, internal, laminar flows is

well developed and the state of knowledge up to the middle of the
20th century is well documented in books by Howarthf1g and
Moore f2g. However, much progress has been made since then.
Most recently, time-dependent, periodic pipe and channel flows
have received increasing attention from the fluid mechanics com-
munity. In the review by Gündoğdu and Carpinlioğlu f3g, litera-
ture surveyed, shows that nearly all theoretical treatments of time-
dependent pulsating flows are pressure gradient driven, i.e., the
flow is pulsating owing to an imposed pressure gradient of the
following form:

dP

dx
= SdP

dx
D

M

+ SdP

dx
D

A

sin s2pftd s1d

where the time-varying part is described by a single-frequency
harmonic oscillation,f, and the amplitude of an axial pressure
gradient,sdP/dxdA. The resultant flows are usually referred to as
pulsating flows when the time-averaged pressure gradient
sdP/dxdM Þ0 and as oscillating flows whensdP/dxdM =0. Lam-
bossyf4g was the first to derive an analytical solution for this type
of flow. A few years later, Uchidaf5g presented the general ana-
lytical solution for arbitrary, time-varying, axial pressure gradient
driven, laminar pulsating flows through pipes. A brief summary of
this solution is presented in the Appendix for the sake of com-
pleteness. The axial pressure gradient in such cases is considered
as a general wave form, which may be represented by a Fourier
series

dP

dx
= SdP

dx
D

0
+ o

n=1

` SdP

dx
D

Cn

coss2pnftd + o
n=1

` SdP

dx
D

Sn

sins2pnftd,

s2d

wheresdP/dxd0 has the same meaning assdP/dxdM in Eq. s1d and
the oscillating part of the longitudinal pressure gradient is ex-
pressed as a composition of basic harmonic functions, with am-

plitudessdP/dxdCn
and sdP/dxdSn

. Each of the wave forms has a
frequency corresponding to integer multiples of the basic fre-
quencyf. Utilizing the linear property of the governing differen-
tial equation for an incompressible fluid, describing the flow,
Uchida f5g applied the solution for a single frequency to each of
the terms in the Fourier series. In this manner, he obtained the
general solution for periodically pulsating, laminar, fully devel-
oped pipe flows by a summation over all the individual solutions.
It is obvious that the solution of Lambossyf4g is a special case of
this general solution and can easily be derived from the solution
of Uchida f5g.

Recently, Majdalani and Chiblif6g extended the work of
Uchida f5g for channel flows, which was otherwise not available
in the literature. Hence analytical treatments of the pressure gra-
dient driven, pulsating, laminar, fully developed pipe flows in-
volving incompressible fluids are well established and extension
of the work for channel flows is also available.

Many experimental studies have also been conducted with flow
facilities in which the pressure gradient, in the form of Eq.s1d,
was generated andsord controlled by flow interrupters, by recip-
rocating pistons, by rotary valves, etc. Among these, the studies of
Denison et al.f7g, Muto and Nakanef8g, and Shemer and Wygn-
anski f9g are examples of comprehensive investigations. These
results are also well supported by the analytical solutions of Lam-
bossyf4g and Uchidaf5g. More recently, Durst et al.f10g com-
bined the solution of Lambossyf4g and instantaneous local den-
sity approximation-velocity measurements at the center of a pipe
to carry out instantaneous volume flow rate measurements for
different pulsating flows. It is important to note that pulsations,
having wave forms other than sinusoidal, for example, triangular
pulsations with time, have not yet been investigated, probably
because of the experimental difficulties associated with accurate
and reproducible generation of the desired pressure gradient.

A careful study of the literature on pulsating pipe flows sug-
gests that equally good knowledge does not exist for periodically
pulsating, fully developed, laminar pipe flows generated by a con-
trolled, time-dependent mass flow rate. More recently Das and
Arakeri f11g presented analytical solutions of resulting pressure
gradient and velocity distribution for a prescribed, time varying
volume flow rate through a pipe. The flow was assumed to be
laminar and fully developed. They presented examples of starting
flows with trapezoidal variation in the volume flow rate with time
and sinusoidally oscillating flows that are either impulsively
blocked or starting from the rest. Very recently, a similar study on

1On leave from the Department of Mechanical Engineering, Jadavpur University
Kolkata 700 032, India.
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pulsating channel flow for arbitrary volume flow rate variation
was presented by Muntges and Majdalanif12g. However, none of
these studies are well supported by simultaneous experimental
validations. This is probably due to the fact that no reliable ex-
perimental data could be produced earlier owing to the difficulties
associated with generation of accurate and reproducible volume
flow rate variation with time.

For a periodic flow, the general variation of the mass flow rate
through a pipe may be considered as

ṁ= ṁM + ṁAfmstd, s3d

where ṁM is the cycle-averaged mass flow rate andṁA is the
corresponding amplitude of pulsation. The functionfmstd is a pe-
riodic function in time and has a periodtp, such thatfmst+ tpd
= fmstd. To the best of the authors’ knowledge, there does not exist
either an analytical solution for the resultant time-varying flow
field and the corresponding pressure gradient variation or an ex-
perimental flow facility that generates accurate time-dependent
mass flow rates. This finding initiated the authors’ work on time-
dependent, laminar, mass flow rate controlled, pulsating flow
through pipes, which is summarized in this paper.

During this work, a mass flow rate control system was devel-
oped that permits one to produce any arbitrary time variation of
ṁstd. The developed system is described shortly in Sec. 2 together
with the flow facility and the appropriate measuring equipment.
For detailed description, one may refer to the paper by Durst et al.
f13g. The whole setup was employed to study experimentally
laminar, fully developed, pulsating pipe flows.

It is obvious from the previous discussions that when the axial
pressure gradient is given in the form of a Fourier series, the
velocity field and, hence, the mass flow rate for a laminar, pulsat-
ing flow through a pipe can be obtained analytically. In the present
case, however, the mass flow rate through a pipe is prescribed.
This gives rise to an “inverse” problem, where the resultant pres-
sure gradient that occurs in the governing equation is not a priori
known. Based on the initial solutions of Uchidaf5g, an analytical
solution is derived for the resultant time-varying velocity field and
the corresponding pressure variations for a given mass flow rate
variation, ṁstd. The general form of the mass flow rate can be
described by a Fourier series

ṁ= ṁ0 + o
n=1

`

ṁCn
coss2pnftd + o

n=1

`

ṁSn
sins2pnftd s4d

whereṁ0=ṁM in Eq. s3d. Moreover, the solution suggests that the
time-varying mass flow rate and the time-varying pressure gradi-
ent can be written as functions of each other and knowledge of
one of these two is sufficient for the determination of all other
unknowns of the flow. The details of the analytical solution are
presented in Sec. 3. In this section, sinusoidally and triangularly
pulsating mass flow rate variations are treated as examples and the
final results are presented. The analytical results are also com-
pared in the same section with the corresponding experimental
data. Some other types of pulsating flows, having higher degrees
of discontinuities than the triangular pulsation, are treated numeri-
cally as well. In general, these pulsations cannot be accurately
represented by an appropriate Fourier series of the type shown in
Eq. s4d and one must apply Lanczos’ sigma factor to avoid the
Gibbs Phenomenon. The comparisons of the analytical solution
with applied sigma factor, numerical solution, and experimental
results are also presented in this section for power-type mass flow
rate pulsations.

Finally, with the aid of experimental, analytical, and numerical
tools, various physical aspects of the mass flow rate controlled,
laminar, pulsating flows of incompressible fluids through pipes are
considered in detail. Section 4 presents conclusions and an out-
look towards future research in this field.

2 Experimental Investigations

2.1 Experimental Setup and Measuring Equipment.In or-
der to carry out the experimental investigations on mass flow rate
controlled pulsating flows, a mass flow rate control system was
developed. The basic design concepts of the system and its essen-
tial parts were presented by Durst et al.f13g. Some verification
experiments were also presented in this article in order to demon-
strate the outstanding properties of the mass flow control unit. The
developed mass flow controller allowed to generate any kind of
preset time-dependent mass flow rate variations with very high
cycle to cycle repeatability and accuracy in the range of
0–217.8 g min−1. The overall accuracy of the mass flow rate con-
troller was found to be within ±1%.

An experimental setup employing the developed mass flow rate
control system was set up in the authors’ laboratory for time-
dependent, laminar mass flow driven pipe flow investigations. A
schematic diagram of the setup is given in Fig. 1. For the authors’
experiments, the mass flow rate control system was supplied with
pressurized air of 5 bar. An externally produced signal from the
computer was used to supply the time-dependent mass flow rate
signal to the mass flow control unit. The signal can be, in prin-
ciple, any function of time and can be freely chosen via the com-
puter software employed. After the mass flow control unit, the
flow was conditioned with wire screens and a flow straightener. A
2 m314-mm-diam Perspex pipe was added after the flow condi-
tioner for the present investigations. For the present experimental
setup, under steady flow conditions, the flow remained laminar up
to Re=6000. However, to be on the safer side, in the present
investigations the maximum Reynolds number was maintained
below 4650 for all the experimental runs. Furthermore, in order to
ensure the laminar state of flow in the pipe, the centerline velocity
was monitored at the end of the pipe with a DISA 55 M01
constant-temperature hot-wire anemometer.

Static pressure measurements were performed with ten pressure
transducers distributed along the length of the pipe. The operating
range of the pressure sensors was 20 mbar and the transducers
were temperature compensated. The natural frequency of these
transducers was around 1 kHz, which allowed tracking of fast
pressure changes resulting due to pulsating flows. All the mea-
surements were digitized simultaneously by the computer through
a 16 bit 333 kHz data acquisition card and measurements were
synchronized with input signals of the mass flow rate controller,
which were produced by a 12 bit 200 kHz data acquisition card.
During postprocessing of the data, the statistical information and
the time-based informationsfrequency, amplitude, etc.d were ex-
tracted and other analyses, such as digital filtering and fast Fourier
transforms, were conducted as and when required.

As mentioned earlier, the mass flow rate variations with time
were generated using the mass flow rate controller by supplying
the corresponding electrical signals0–10 Vd to its analog port. In
the present experiments, the mass flow rates were not directly
measured, but, they were taken from the given input signals. The
entire mass flow rate control unit, which produces highly accurate
mass flow ratesswithin ±1%d, was previously calibrated and the
details were provided by Durst et al.f13g.

2.2 Experimental Investigations. In order to study the be-
havior of mass flow rate controlled pulsating flows through pipes,
experiments were carried out in which sinusoidal and triangular
mass flow rate pulsations were applied for various flow frequen-
cies f. The resulting axial pressure gradients were measured at a
location 1.75 m away from the pipe entrance such that the flow
may be considered to be fully developed at this positionsthis
location corresponds to 125 Dd. For sinusoidal pulsations, three-
dimensionless mass flow rate amplitudessṁA

* d, namely, 0.95, 0.72
and 0.61, were chosen, where,ṁA

* is the ratio of the amplitude of
time-varying part of the mass flow ratesṁAd to the cycle-averaged
mass flow ratesṁMd. For each of these cases, the frequency of
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pulsation was varied over a wide range,f =0.001–22.5 Hz. Trian-
gular pulsations, on the other hand, were applied only forṁA

*

=0.95 and the frequency range was varied from 0.001 to 20 Hz.
Acquired pressure signals were analyzed through Fourier trans-

formation and the corresponding phase and amplitude information
was obtained from the first harmonic, which is satisfactory for
sinusoidal pulsations. In the case of triangular pulsations, owing
to deviations of the shape of the signal, which will be considered

later, digital filtering was first applied in order to remove the
noise, before applying fast-Fourier transform to obtain amplitude
and phase information. For all cases, the meanstime-averagedd
value of the pressure signals was calculated by considering more

than 50 periods.

2.2.1 Flow With Sinusoidal Pulsations. In Fig. 2 examples of
applied sinusoidal mass flow pulsations and measured axial pres-

Fig. 1 Schematic diagram of the experimental setup

Fig. 2 Applied sinusoidal mass flow rate and measured pressure gradients for mA
*

=0.9473, for different pulsation frequencies
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sure gradients are presented. The mass flow rate amplitude and
mean mass flow rates were kept constant and the pulsation fre-
quency was increased logarithmically from 0.003 to 3.267 Hz.
Since these are raw experimental data, the results are presented in
the form of dimensional quantities. It is clear from Fig. 2 that, as
expected, with increase in pulsation frequency, the amplitude of
axial pressure gradient also increases. The phase difference be-
tween the two signals is virtually nonexistent at very low frequen-
cies sf =0.0033 and 0.0326 Hzd, whereas it increases with further
increase in pulsation frequency.

Figure 3 shows the variation in the phase difference,Du in
radians, between the applied mass flow rate pulsation and the
resultant axial pressure gradient with the pulsation frequency. The
figure also shows the variation of dimensionless pressure drop

amplitude,P̂A
* , with the pulsation frequency,f, for different mass

flow rate amplitudes,ṁA
* . It can be observed from the figure that

the variation ofṁA
* has no effect on the phase difference and

hence it can be concluded that the only parameter on which the
phase difference depends is the pulsation frequency. The phase
difference does not exist up tof =0.02 Hz. It then appears and
increases with increase in flow frequency, and afterf =10 Hz, the
phase difference reaches a constant value of aroundp /2. It also

appears from Fig. 3 that the dimensionless amplitude ratio,P̂A
* , is

independent ofṁA
* . However, as will be shortly evident during the

analytical treatment of the problem, this is not true. This false

appearance may be attributed solely to the very high scale ofP̂A
* ,

which varies fromP̂A
* <ṁA

* sfor very low frequencyd to P̂A
* <75

sfor f <30d. The figure, however, reveals certain other important
characteristics of flow. For very low pulsation frequencies, the

value of P̂A
* remains nearly constant and then increases gradually

up to f =10 Hz. With further increase inf, P̂A
* shows a very rapid

increase.

2.2.2 Flow With Triangular Pulsations. Examples of applied
triangular mass flow pulsations and measured axial pressure gra-
dients are provided in Fig. 4 forṁA

* =0.9473 and the pulsation
frequency is increased logarithmically from 0.0033 to 3.267 Hz.
It is clear from the pressure gradient wave forms that, particularly
for higher pulsation frequencies, there occurs a sudden jump in
the axial pressure gradient, where a discontinuity exists in the
mass flow rate variation. For very low values off, the resultant
axial pressure gradient also appears to be triangular. However, the
shape of the pressure gradient changes with increase inf and
when f =0.326 and 3.267 Hz the resulting pressure gradients are
distinctly different from the applied mass flow rate pulsation,
characterized by sudden changes, where the acceleratingsor de-
celeratingd flow changes suddenly to deceleratingsor acceleratingd
flow. The magnitude of this sudden change also increases with
increase in pulsation frequency. It may be recognized that with
increase in pulsation frequency, the accelerationsor decelerationd
and, hence, the rate of change of accelerationsor decelerationd
near the point of discontinuity in mass flow rate pulsation also

Fig. 3 Variation of Du and P̂A
* with f and ṁA

* for sinusoidal
pulsations

Fig. 4 Applied triangular mass flow pulsations and measured pressure drop wave forms for
different pulsation frequencies

408 / Vol. 127, MAY 2005 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.154. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



increase. To generate such flows, the resultant axial pressure gra-
dient also changes rapidly and this rate of change increases with
increase in frequency. This is clearly demonstrated in the Fig. 4.
The presence of higher harmonics is also evident forf =3.267.
This is due to the fact that the mass flow variation can no longer
be represented as a perfect triangular wave, since the time con-
stant of the equipment is 125 Hz. These effects and the probable
cause will be discussed further during the presentation of analyti-
cal results in the next section.

Figure 5 shows the variation of the phase difference between
the mass flow and the axial pressure gradient along with the varia-

tion in P̂A
* with f. P̂A

* shows a similar behavior, as observed for the
case of sinusoidal pulsations. However, as is evident from Fig. 5,
triangular pulsations resulted in a higher values ofDu compared
to those obtained for sinusoidal pulsations. As a result, it attains
the asymptotic value ofp /2 at a much lower frequency. This
behavior may be attributed to the presence of sharp discontinuity
in the pressure gradient.3

3 Analytical Investigations
The analytical solution for pressure gradient driven, axisym-

metric, laminar, fully developed, pulsating pipe flows is presented
in the Appendix A. The solution clearly shows that, if the pressure
gradient is known as a function of time and is expressed in the
form of a Fourier series, the solution for other important quanti-
ties, such as, the velocity and the mass flow rate, can be easily
obtained by analytical treatment of the governing equation. It is
evident from proper scaling considerations, introduced in the Ap-
pendix, that the analytical solutions for all important quantities
may be expressed in terms of their steady and oscillating parts,
where the normalized oscillating parts are functions of only di-
mensionless frequency. Hence, pressure driven pulsating pipe
flows cannot only be treated analytically, but the results may also
be presented in a very general form that provides a good insight
into the physics of the flow. However, as explained in the previous
section, under the present experimental conditions, the mass flow
rate through the tube, rather than the pressure gradient, is con-
trolled. As a result, the pressure gradient is not known a priori and
hence it is necessary to solve the “inverse” of the problem treated
in the Appendix A. These derivations are presented in this section.

3.1 Treatment of General Mass Flow Rate Pulsation.
Based on the considerations in the Appendix A, it is shown that
the following relationship holds between the time-varying axial
pressure gradient and the resulting mass flow rate:

ṁ* =
ṁ

ṁA

= 1 −o
n=1

`
4P̂en

* i

pnF
F1

+
2i1/2J1fs2pnFd1/2i3/2g

s2pnFd1/2J0fs2pnFd1/2i3/2gGexps2pnFtid s5d

This equation holds for the normalized mass flow rate pulsations
that result from a normalized pulsating pressure field and vice

versa, i.e.,P̂en
* is also given by the above equation ifṁ* is pre-

scribed. Hence the entire analysis provided in the Appendix A for
pressure gradient driven flow can be adopted for mass flow rate
driven pulsating pipe flows with only minor modifications. At this
point, let us consider only the sine terms in the expression for the
pressure gradient, as given in Eq.sA3d. This is done for simplicity,
however, without losing the generality of the analysis.4 Under this

condition, thenth amplitude of the sine wave is given byP̂en
*

=−iP̂sn
* . It is also obvious from Eq.sA9d that the mass flow rate

contains two distinct parts, where the steady part, in the dimen-
sionless form, is given by unity and thenth oscillating component
is given by

ṁos,n
* = −

4P̂sn
*

pnF
F1 +

2i1/2J1fs2pnFd1/2i3/2g
s2pnFd1/2J0fs2pnFd1/2i3/2gGexps2pnFtid

s6d

It may also be identified from the above equation that a complex
variable,cn, may be defined, which is solely a function ofnth
frequency,nF. Therefore,cnsnFd is written as

cnsnFd = −
4

pnF
F1 +

2i1/2J1fs2pnFd1/2i3/2g
s2pnFd1/2J0fs2pnFd1/2i3/2gG s7d

Splitting the complex variable,cn, into real and imaginary parts,
one obtains

cnsnFd = Rscnd + iJscnd s8d

whereRscnd is the real part andJscnd is the imaginary part of
cnsnFd, respectively. Substituting the expression forcnsnFd from
Eq. s8d and expanding the exponential term, Eq.s6d may be writ-
ten as

ṁos,n
* = P̂sn

* fRscnd + iJscndgfcoss2pnFtd + i sin s2pnFtdg s9d

The real part of the above equation is obtained as

ṁos,n
* = P̂sn

* fRscndcoss2pnFtd − Jscndsins2pnFtdg s10d

which may also be written in the form of a sine function as

ṁos,n
* = P̂sn

* ucnusinF2pnFt − tan−1HRscnd
Jscnd JG s11d

The complete expression for the mass flow rate through the pipe
for a pressure driven flow may, therefore, be written as

ṁ* = 1 +o
n=1

`

P̂sn
* ucnusinF2pnFt − tan−1HRscnd

Jscnd JG . s12d

It is easily recognized from the above expression that each of the
oscillating components of the mass flow rate is expressed in terms

3According to the present definition, when, after the sudden increasesor decreased
in the axial pressure gradient, the resultant value reaches the mean of the overall
waveform,Du is equal top /2.

4It may be recognized that the pressure gradient in Eq.sA3d may also be ex-
pressed as

−
1

r
SdP

dx
D = P̂0F1 +o

n=1

`

hsP̂cn
* d2 + sP̂sn

* d2j1/2 sinh2pnFt + tan−1sP̂cn
* /P̂sn

* djG
which is clearly a sine series, with a modified magnitudesthe absolute value of the

complex variable,P̂en
* d and a corresponding phase. Thus, the foregoing analysis may

also be applied for the general situation as well with minor modification in the
expression for pressure gradient.

Fig. 5 Variation of Du and P̂A
* with f for triangular pulsations
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of a sine function. The series also contains a distinct amplitude
and a phase lag corresponding to each of the frequencies. Let us
now consider the mass flow rate controlled flows, where the time-
varying pulsating mass flow rate is given generally in the form of
a Fourier series5

ṁ* = 1 +o
n=1

`

ṁn
* sins2pnFtd s13d

Now, it would be essential to compare Eq.s12d, which is the
solution for mass flow rate for pressure-driven flows, with the
prescribed mass flow rate for the mass flow rate controlled flow in
Eq. s13d. For the sake of comparison, it is better to rewrite Eq.
s12d in the following form:

ṁ* = 1 +o
n=1

`

ṁn
* sins2pnFt − Dum,nd s14d

whereṁn
* and Dum,n are, respectively, the normalized amplitude

and the phase lag of thenth wave of the mass flow rate oscillation
and are given as follows:6

ṁn
* = P̂sn

* ucnu s15d

Dum,n = tan−1HRscnd
Jscnd J s16d

It is obvious from Eq.s15d that a dimensionless amplitude ratio of
the mass flow rate for thenth signal can be defined asfm,n

=ṁn
* / P̂sn

* = ucnu. It is also important to note that both the amplitude
ratio and the phase lag are only functions of thenth frequency,nF.
For a prescribed mass flow rate problem, however, all the ampli-
tudes,ṁn

* , are known for each of the frequencies. Hence, Eq.s15d
can be used to obtain the values of the required pressure gradient

amplitudes,P̂sn
* , sinceucnu depends only on the given frequency,

nF fsee Eq.s7d for further clarificationg. Similarly, the required
phase difference of the pressure gradient, which would generate
the given mass flow rate distribution, can also be obtained from
Eq. s16d. Therefore, the complete form of the normalized resultant
pressure gradient pulsation is given as

S−
1

r

dP

dx
D*

= S−
1

r

dP

dx
DY P̂0 = 1 +o

n=1

`

P̂sn
* sins2pnFt + Dum,nd

s17d

It may be observed that in order to obtain the complete pressure
gradient, one would also require the value of the steady part

smeand of the pressure gradient pulsation,P̂0 swhich is also equal

to P̂Md. This may be obtained from the knowledge of the cycle-
averaged mass flow rate,ṁM. The mean cycle-averaged axial ve-
locity through the cross section of the tube,Uav, can be written in

terms of bothṁM and P̂M as ssee Appendix A for detailsd

Uav =
ṁM

rpR2 =
P̂MR2

8n
s18d

From the above equation,P̂M is obtained as

P̂M =
8mṁM

r2pR4 s19d

3.2 Treatments of Flows With Sinusoidal Pulsation.Before
presenting the details of complicated mass flow rate pulsations, let
us first consider the simple case of a sinusoidal pulsation, which is
given by

ṁ* =
ṁ

ṁM

= 1 +ṁA
* sins2pftd = 1 +ṁA

* sins2pFtd s20d

The above equation shows that the flow is characterized by a
single frequency and, hence, one can easily obtain the amplitude
ratio, fm= ucnu, and the phase lag,Dum, for the mass flow rate
from Eqs. s15d and Eq. s16d, respectively. The corresponding
function, csFd, is obtained from Eq.s7d by putting n=1. The
required mean pressure gradient is obtained from Eq.s19d. There-
fore, the normalized pressure gradient, that would generate the
given mass flow rate through the tube, may now be written as

−
1

r
SdP

dx
D = P̂0f1 + P̂s

* sins2pFt + Dumdg s21d

where the amplitude of pressure gradient pulsation,P̂s
* =ṁA

* /fm, is
obtained in a straightforward manner.

The analytical solutions of the axial pressure gradients for si-
nusoidally pulsating flows are compared with the corresponding
experimental results in Fig. 6 forF=0.01, 0.1, 1, and 10. For the
sake of comparison, in this figure the experimental results for
pressure drop are also presented in the form of dimensionless
quantities. It is obvious that the general agreement is extremely
good. The figure also shows the applied mass flow rate as a func-
tion of dimensionless time. It is clear that for very low frequencies
sf =0.01 and 0.1d, the magnitude of the dimensionless axial pres-
sure gradient,sdP/dxdA

* , is almost equal to the dimensionless am-
plitude of the prescribed mass flow rate,ṁA

* . The phase difference
is also almost nonexistent at these low frequencies. Both the phase
difference andsdP/dxdA

* , however, increase with the increase in
frequency of pulsation.

It is also obvious from the analytical treatment of the inverse
problem that the amplitude ratio, defined asṁA

* / sdP/dxdA
* , and

also the phase difference are only functions of the pulsation fre-
quency,F. The comparison of the analytical solution and the ex-
perimental data for the amplitude ratio and the phase difference,
as presented in Fig. 7, not only shows excellent agreement be-
tween the two, but also reveals this fact.

3.3 Treatments of Flows With Triangular Pulsation. It is
evident from the previous discussion that the inverse problem can
be easily solved when a simple sinusoidal pulsation in the mass
flow rate is considered. Let us now consider a more complex case
of a triangular pulsation. A typical triangular pulsation can be
expressed in the form of a Fourier series as follows:

ṁ* = 1 +
8ṁA

*

p2 o
n=1,3,5,. . .

`
s− 1dsn−1d/2

n2 sins2pnFtd s22d

Let us now consider thenth term in the above series, that de-
scribes the oscillating part of the mass flow rate. This is given as

ṁos,n
* =

8s− 1dsn−1d/2ṁA
*

p2n2 sins2pnFtd s23d

Therefore, it can be immediately identified that for thenth sinu-
soidal signal, the amplitude and the frequency are given as

ṁn
* =

8s− 1dsn−1d/2ṁA
*

p2n2 s24d

Fn = nF s25d

One should therefore construct thenth pressure signal which
would generate the corresponding mass flow rate as described by
Eqs.s23d–s25d. As was performed earlier for sinusoidal pulsation,

5In Eq. s13d, ṁn
* is the prescribed dimensionless amplitude of thenth frequency of

the mass flow rate oscillation. It will be further clarified when the analysis for
triangularly pulsating mass flow rate controlled flow will be described.

6It is important to note that Eq.s14d is the solution of the pressure gradient driven
flows. In this equation,ṁn

* andDum,n are obtained using Eqs.s15d and Eq.s16d.
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the amplitude ratios,fm,n, and the phase lags,Dum,n, are obtained
for each of the frequencies,nF, using Eqs.s15d ands16d, respec-
tively. Therefore, the complete normalized pressure gradient that
would generate the given triangular mass flow rate pulsation is
obtained as

−
1

r
SdP

dx
D = P̂0F+ o

n=1,3,5,. . .

`

P̂sn
* sins2pnFt + Dum,ndG s26d

where the amplitude of pressure gradient pulsation for thenth

wave is given asP̂sn
* =ṁn

* /fm,n.
In Fig. 8, the analytical solutions of the axial pressure gradients

for the case of triangular pulsations are compared with the corre-
sponding experimental results forF=0.01, 0.1, 1, and 10. It also
shows the applied mass flow rate as a function of dimensionless
time. It is observed that the general agreement is extremely good
for lower frequencies. However, the agreement is moderate for

higher frequencies. Particularly at a very high frequencysF=10d,
the presence of higher harmonics in the experimental results is
different in appearance from the analytical solutions, which also
show the presence of higher harmonics, particularly prominent
near the discontinuity. This issue is addressed below. From Fig. 8,
it is also clear that for very low frequenciessF=0.01 and 0.1d, the
magnitude of the dimensionless axial pressure gradient,sdP/dxdA

* ,
is almost equal to the dimensionless amplitude of the prescribed
mass flow rate,ṁA

* . The phase difference is also almost nonexist-
ent at these low frequencies. Both the phase difference and
sdP/dxdA

* , however, increase with increase in frequency of
pulsation.

Figure 9 shows the variations of the analytically obtained and
experimentally observed phase difference and amplitude ratiofde-
fined in a manner similar to that for sinusoidal pulsation,
ṁA

* / sdP/dxdA
* g with the dimensionless frequency of pulsation. It is

clear that here also, the general agreement between the analytical
and experimental results is extremely good. Figure 9 also shows
that the phase difference, which is smallsalmost nonexistentd for
lower frequencies, increases sharply for moderate values ofF and
reaches its asymptotic value ofp /2 at a much lower frequency as
compared to the case of sinusoidal pulsationsssee Fig. 7 for
comparisond.

Let us now focus on the presence of the higher harmonics in the
experimental results forF=10 and its associated discrepancy with
the analytical results. In order to explain this apparent disagree-
ment the power spectrum of the axial pressure gradient data is
analyzed in Fig. 10. It clearly shows that for all cases, a strong
secondary frequency is generated at arounde=33 Hz. The ques-
tion that remains to be answered is, therefore, from where does
this frequency appear? It may be postulated that this frequency
appears from the experimental system and its associated instru-
mentation. The system as a whole, therefore, has a cutoff fre-
quency of 33 Hz and all the signals, beyond this frequency are
essentially of no importance. In the analytical study, when the
mass flow rate is expressed in terms of a Fourier series, a certain
number of terms is consideredswhich is usually very highd. The

Fig. 6 Comparison of experimental and analytical pressure gradients for sinusoidal
mass flow rate pulsations for F=0.01, 0.1, 1 and 10

Fig. 7 Variation of Du and P̂A
* with F and ṁA

* for sinusoidal
pulsations
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apparent discrepancy may be attributed to this fact. In order to
demonstrate this, the analytical results are presented in Fig. 11 for
F=10, using up to 40 termsscorresponding tof .125 Hzd and ten
terms scorresponding tof .33 Hzd. It is obvious that when the
cutoff frequency for the analytical solution is restricted to its ap-
propriate value, the result also shows the presence of similar
higher harmonics, as observed in the experiments. It is also im-
portant to note that when the mass flow rate data are generated by
considering smaller number of terms in the Fourier series, some
amount of error is automatically introduced. In the experiments a
similar error is also present because of the time constant of the
mass flow rate control system and the associated instrumentation.

3.4 Identification of Different Flow Regimes.From Figs. 7
and 9 for sinusoidal and triangular pulsations, different flow re-
gimes for pulsating flows may be identified for sinusoidal and
triangular pulsations, respectively. Earlier, Ohmi and Iguchif14g

made similar classifications for sinusoidally pulsating flows based
on the phase difference data. They termed the flow regime “quasi-
steady” when the value ofṁA

* / sdP/dxdA
* ø0.95, which corre-

sponds to a dimensionless frequency of pulsationFø0.277. Simi-
larly, the regime is termed “inertia dominated,” whenFù124.
The regime between these two is termed “intermediate.” However,
it may be noted here that these definitions, although being con-
ceptually true, are not unique and depend strongly on the param-
eter and the criterion chosen to identify such regimes. From Fig.
7, it is observed that if the same definitions for different flow
regimes are adopted in the present study, almost the same values
of limiting pulsation frequencies are obtained. However, these val-
ues would be substantially modified if the phase difference is
chosen as the parameter for such definitions. Similar observations
are made for the case of triangular pulsations, presented in Fig. 9,
hence, the comments are also similar. As such, there is no need for
further precise definition of these regimes, as long as the entire
variation is available.

3.5 Pulsations With Discontinuities.In the case of power or
sawtooth pulsations, the discontinuity in mass flow rate is more
severe than that for triangular pulsation. The results for flows with
power pulsation forF=0.1 and 10 are presented in Fig. 12, where
the figures at the top show the complete variation and those at the
bottom show the zoomed view near the discontinuity in mass flow
rate. It is obvious that the sudden decreasesor increased in pres-
sure gradient near the discontinuity is more than that observed
earlier for triangular pulsation. The overall agreement in the ob-
served pressure gradients, obtained with different methods, is ex-
cellent at lower frequenciessfor example,F=0.1d. However, the
zoomed views show that even at lower frequencies, the analytical
solution produces an oscillatory pressure gradient near the discon-
tinuity, which is nonphysical in nature. It may be noted that for
such pulsations with strong discontinuities, the Fourier series pro-
duces an exactsor desiredd oscillatory mass flow rate, since it
cannot handle such a strong discontinuity and this is known as

Fig. 8 Applied triangular mass flow pulsations and comparison of experimental and analyti-
cal pressure gradient wave forms for F=0.01, 0.1, 1 and 10

Fig. 9 Variation of Du and P̂A
* with F for triangular pulsations
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Gibb’s phenomenon. In the numerical methodssee Appendix Bd,
however, the discontinuity is handled by setting a very small value
of dt, above which, the mass flow rate is allowed to change. This
may be regarded as one of the techniques to avoid discontinuity.
Figure 12 showssparticularly the zoomed viewd that with numeri-
cal treatment, the generated pressure field appears to be smooth.
When the pulsation frequency is very highsfor example,F=10d,
the analytical solution produces severe oscillations in the pressure
gradientsthey are also high in magnituded and, hence, they are not
shown. On the other hand, the nonphysical oscillations in analyti-
cal solution can be removed by the application of Lanczos’ Sigma
factor ssee Hammingf15g for detailsd which is defined as

fsud =
1

2
a0 + o

n=1,3,5,. . .

k−1

sincS2n

k
Dfan cossnud + bn sinsnudg

s27d

where the sinc term is the sigma factor.
In Fig. 13 a comparison is provided between the analytical

solution with applied sigma factor and the numerical solution. It is
clear from the figure that by the application of sigma factor, ana-
lytical solution gives smooth pressure field as good as the numeri-
cal one.

4 Conclusions
In the present paper, various issues of laminar, fully developed,

mass flow rate controlled, pulsating pipe flows have been consid-
ered experimentally, analytically, and numerically. The review of
the literature shows that although much effort has been put into
solving pressure gradient driven pulsating pipe flows, to the best
of the authors’ knowledge, little effort has been put into the study
of mass flow rate controlled flows. In this paper, results were

Fig. 10 Power spectrum of pressure wave forms for F=0.01, 0.1, 1 and 10 triangular mass
flow rate pulsations

Fig. 11 Effect of number of terms used in Fourier series in analytic solution of triangular
mass flow rate pulsations for F−10 „left one with 40 terms corresponding to 125 Hz, right
one with ten terms corresponding to 33 Hz …
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Fig. 12 Results for flows with power pulsation for F=0.1 and 10 „top: the complete
variation, bottom: zoomed view near the discontinuity …

Fig. 13 Comparison of analytical solution with applied sigma factor and numerical so-
lution for flows with power pulsation for F=0.1 and 10 „top: the complete variation,
bottom: zoomed view near the discontinuity …
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generated for sinusoidal, triangular, and power-type pulsations.
The major conclusions may be summarized as follows:

• The results for sinusoidal pulsation show that the amplitude
ratio, defined asm̂A

* / sdP/dxdA, and the phase difference be-
tween the mass flow rate and the pressure gradient depend
solely on the dimensionless frequencyF. Hence this forms
the most important basis for analytical solutions of other
types of pulsations. Both of these data were verified with
experiments and the results were found to be in excellent
agreement.

• The analytical solution for other types of pulsations, where
the mass flow rate can be expressed in terms of a Fourier
series, can be obtained from the knowledge of sinusoidal
pulsation. In these situations, the amplitude ratio and the
phase difference for each of the frequenciesswhere thenth
frequency is given bynFd are obtained separately. The re-
quired pressure gradient can then be generated by superpos-
ing the results for each of the frequencies that construct the
mass flow rate signal. The results generated from this ana-
lytical treatment have been successfully used for the solu-
tion of triangular pulsations. The results obtained for lower
frequencies are in excellent agreement with the experimen-
tal data. However, for higher frequencies, both analytical
and experimental results show oscillations, particularly near
the point of discontinuity.

• For flows with a higher order of discontinuity, such as
power pulsations, the analytical solution produces a very
high degree of nonphysical oscillations, particularly near the
discontinuity. This is due to the poor definition of Fourier
series for such pulsations and it is shown that these oscilla-
tions can be removed by the application of Lanczos’ sigma
factor.

Finally, the present study has shown that the employed mass
flow rate control system permits time variations of pulsating flows
to be chosen that have mass flow rate controlled properties regard-
ing their time variations. The instrument provides an excellent
basis for detailed experimental investigations of time-varying in-
ternal flows. Through well controlled time variations of the mass
flow rate, experimental investigations can be carried out and their
results can also be compared with data from analytical and nu-
merical studies. In this way, extensive investigations into pulsat-
ing internal flows are feasible and should be carried out in the
future.
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Appendix A: Analytical Treatments of Pressure Driven,
Axisymmetric, Laminar, Fully Developed, Pulsating
Pipe Flow

The analytical solution for axisymmetric, laminar, fully devel-
oped, pulsating pipe flows, driven by an arbitrary time varying
pressure gradient, is available in the literature; see, for example,
Lambossyf4g, Uchidaf5g for details. The derivations in this Ap-
pendix represent a repetition, but contain some extensions to the
existing analysis.

The governing momentum equation in the cylindrical coordi-
nates for axisymmetric, laminar, fully developedsno transverse
flowd, pulsating pipe flow is

1

r

]U

]t
= −

dP

dx
+

m

r

]

]r
Sr

]U

]r
D sA1d

Since in the present paper the emphasis is placed on a general-
type of pulsating pipe flow, the driving pressure gradient is con-
sidered in the following form:

dP

dx
= SdP

dx
D

M

+ SdP

dx
D

A

fstd sA2d

This has a perioicitytp and hence,fst+ tpd= tstd. In order to treat
all possible functions offstd, it is the best to express the axial
pressure gradient in the form of a Fourier series

−
1

r
SdP

dx
D = P̂0 + o

n=1

`

P̂cn coss2pnftd + o
n=1

`

P̂snsins2pnftd

= P̂0F1 +o
n=1

`

P̂cn
* coss2pnFtd + o

n=1

`

P̂sn
* sins2pnFtdG

= P̂0F1 +o
n=1

`

P̂cn
* exps2pnFtidG sA3d

whereP̂c,sn
* = P̂c,sn/ P̂0 is the dimensionless amplitude of the pres-

sure gradient pulsation andf is the overall frequency of pulsation.
F s=R2f /nd andt s=nt /R2d are the dimensionlessscharacteristicd
frequency and time for the flow problem, respectively.P̂0 is equal

to P̂M, the time-averaged axial pressure gradient.P̂en
* is the com-

plex form of the pressure gradient, given in the following form:

P̂en
* = P̂cn

* − iP̂sn
* sA4d

The equality in Eq.sA3d for the last part of the equation holds
only for the real part of the right-hand side. The same equation
clearly shows that the pressure gradient consists of two parts. First
is the steady partsthe mean pressure gradientd, characterized by

P̂0, or, P̂M sin the dimensionless form, unityd, and the second is
the oscillating part, characterized by the amplitude of the pressure

gradient pulsation,P̂c,sn sin the complex and dimensionless form,

P̂en
* d and frequency of oscillationf sin the dimensionless form,Fd.
With the above Fourier series for the driving pressure gradient,

the solution for velocity is sought in the following form:

U = U0 + o
n=1

`

Ucn coss2pnFtd + o
n=1

`

Usnsins2pnFtd

= U0 + o
n=1

`

Uenexps2pnFtid sA5d

The boundary conditions for this problem are given bysid at r
=0, U is finite or]U /]r =0, andsii d at r =R, U=0. SubstitutingU
from Eq.sA5d in the momentum Eq.sA1d and using these bound-
ary conditions, the analytical solution for velocity distribution as a
function of radius and time can be obtained as

U* =
U

Uav
= 2s1 − r*2d − o

n=1

`
4P̂en

*

pnF
F1

−
J0fs2pFd1/2i3/2r*g
J0fs2pFd1/2i3/2g Gexps2pnFtid sA6d

whereU* is the dimensionless axial velocity andUav is the aver-
age velocity of the fluid through the tube corresponding to the
steady part of the pressure gradient and is given by,Uav

= P̂0R
2/8n. This result may be obtained by solving the steady,

laminar, fully developed flow through pipes.
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The mass flow rate through the cross section of the tube as a
function of time is obtained by integrating the velocity solution in
the following manner:

ṁ= 2prE
0

R

rUdr = 2prUavR
2E

0

1

r*U*dr* = 2ṁME
0

1

r*U*dr*

sA7d
Using Eq.sA6d, the mass flow rate through the tube is expressed
as

ṁ* =
ṁ

ṁM

= 1 −o
n=1

`
4P̂en

* i

pnF
F1

+
2i1/2J1fs2pnFd1/2i3/2g

s2pnFd1/2J0fs2pnFd1/2i3/2gGexps2pnFtid sA8d

whereṁ* is the dimensionless mass flow rate,ṁM is the steady
part of the mass flow rate through the tube due toUav and is given
as ṁM =rpR2Uav. EquationsA8d may also be written in a more
convenient form

ṁ* = 1 −o
n=1

`

ṁos,n
* sA9d

where,ṁos,n
* is thenth oscillating part of the mass flow rate pul-

sation. It may be noted thatṁos,n
* is directly proportional to thenth

amplitude of complex pressure gradient,P̂en
* . Therefore, the ratio,

ṁos,n
* / P̂en

* , depends only on thenth frequency of pulsation,nF.
It is interesting to note that both the velocity and the mass flow

rate are expressed in terms of dimensionless variables. Moreover,
the dimensionless mass flow rate is expressed in such a fashion
that its steady part is expressed as unity. One may also rewrite Eq.

sA3d by normalizing the pressure gradient withP̂0 and may ex-
press the steady part of the pressure gradient also as unity. Most of
the previous authors, for example, Lambossyf4g, Uchidaf5g, Ma-
jdalani and Chiblif6g, however, chose different ways to express
these quantities. It may not be out of context to emphasize here
that if the scales are properly chosen, all the resultsssuch as
velocity, mass flow rate, etc.d can be expressed in a very simple
manner as presented in this Appendix. The advantage of proper
scaling is further clarified in Sec. 3, while extending the analytical
solution for mass flow rate driven pulsating pipe flows.

The analytical solution, presented here also clearly brings out
the various dimensionless parameters, which affect the laminar,
fully developed, pulsating fluid flow through pipes. This knowl-
edge is utilized in Appendix B, which deals with the numerical
solution of such problems.

Appendix B: Numerical Investigation
Under the present experimental conditions, as explained in Sec.

2, the mass flow rate, rather than the axial pressure gradient, is
controlled. The analytical solution for the pressure gradient con-
trolled flows ssee Appendix Ad clearly shows that if the pressure
gradient is known, the velocity profile and, hence, all other im-
portant quantities can be easily obtained. In Sec. 3, it was also
shown that for mass flow rate controlled flows, where the pressure
gradient is not known a priori, the inverse problem can be solved
analytically and the required axial pressure gradient can still be
obtained if the mass flow rate is expressed in the form of a Fourier
series. However, when this time-dependent, mass flow rate con-
trolled, pulsating flow is complex7 and contains strong disconti-
nuities, the analytical solution seems to be too difficult and less
accurate and, hence, the numerical solution is essential. Although

the solution of the inverse problem is the primary objective of this
paper, we would first present the forward problem, where the pres-
sure gradient is considered to be a known function of time. The
reason will soon be apparent.

B.1 Solution for Pressure Gradient Controlled Flow. The
governing equation for such flow is given by Eq.sA1d and the
boundary conditions are discussed in the Appendix A. This type of
flow is characterized by a known pressure gradient as a function
of time, which consists of two parts—a steady part and an oscil-
lating part. A typical example is given in Eq.sA3d. However, it is
obvious that the oscillating part could be complex in nature, par-
ticularly when the controlled mass flow rate through the tube is
complex, as may be observed in Sec. 3.

In order to cast the governing equation in the dimensionless
form, the nondimensional variables must be defined. The dimen-
sionless radius, time, velocity and frequency are already defined
in the Appendix A. The reference pressure gradient is defined on
the basis of the expression for the average velocity as shown in
Eq. s18d

S−
1

r

dP

dx
D

ref

=
nUav

R2 =
P̂0

8
sB1d

Therefore, the dimensionless pressure gradient is expressed as8

S−
1

r

dP

dx
D*

= 8F1 +o
n=1

`

P̂sn
* sins2pnFtdG sB2d

The terms in the square brackets can be recognized as the normal-
ized pressure gradient with respect to the steady part of the pres-
sure gradient pulsation. With the help of the various dimensionless
variables, the nondimensional governing equation may be written
as

]U

]t
= S−

1

r

dP

dx
D*

+
1

r*

]

]r* Sr* ]U

]r* D sB3d

It is important to note that, owing to the proper choice of scaling,
the dimensionless governing equation does not contain any di-
mensionless number. In the above equation, the nondimensional
pressure gradient could be, in principle, any periodic function of
time. The above equation can now be discretized by using a non-
uniform mesh and control volume approach. For the time deriva-
tive, implicit treatment was used as it is known to be uncondition-
ally stable. At the centerline, zero velocity gradient was prescribed
via a one-sided first-order differencing, and at the wall the veloc-
ity was set to zero by suitably adjusting the coefficients of the
discretized equation. The resulting discretized equations for any
time step exhibit a tri-diagonal-matrix structure and they were
solved using the Thomas algorithmssee Patankarf16g for detailsd.
From the velocity solution of the discretized equations, the mass
flow rate was obtained by numerically integrating the velocity
profile as

ṁ* =
ṁ

ṁA

= 2E
0

1

Ur*dr* sB4d

From the above presentation, it is obvious that for a laminar, fully
developed, pulsating flow through a pipe, if the pressure gradient
is known as a function of time, the governing equation can be
numerically integrated to obtain the solution for velocity and the
mass flow rate. This solution will be utilized to obtain the velocity
and the pressure gradient for the inverse problem.

7For example, consider power wave or sawtooth wave type pulsations, where a
Fourier series cannot express the pulsation with reasonable accuracy without appli-
cation of Lanczos’ Sigma factor.

8If the pressure gradient is expressed in the form of a Fourier series, which is also
not essential for the numerical solution. Also note that this definition is differentsby
a factor of 8d from the definition given in Eq.s17d.
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B.2 Solution for Mass Flow Rate Controlled Flow.For the
mass flow rate controlled problem, the mass flow rate through the
tube is expressed in a general form as

ṁ= ṁM + ṁAfmstd sB5d
The above equation may also be written in the dimensionless form
as

ṁ* =
ṁ

ṁM

= 1 +ṁA
* fmstd sB6d

Some examples of these types of mass flow rates were shown in
Secs. 2 and 3. The analysis in the previous subsection clearly
shows that if the pressure gradient is known, all other quantities
can be obtained by numerical integration. Since for mass flow rate
controlled flows the pressure gradient is not known a priori, in
order to start the solution, a guessed value for the pressure gradi-
ent is required. The first guessed value for dimensionless pressure
gradient was taken as 8, corresponding to the steady part of the
mass flow rate variation. However, since the guessed pressure
gradient is incorrect, the obtained mass flow rate would also be
incorrect. Therefore, mathematically, one may write,

ṁ*FS−
1

r

dP

dx
D

g

*G Þ ṁ* sB7d

where the subscript “g” indicates the guessed value andṁ* on the
right-hand side is given by Eq.sB6d. Let h, which would be a
function of time, be the correction required to the guessed pres-
sure gradient. Thus, one may write

ṁ*FS−
1

r

dP

dx
D

g

*

+ hstdG = ṁ* sB8d

Expanding the above equation by a Taylor series and retaining
only up to the first-order terms, the following equation is ob-
tained:

ṁ*FS−
1

r

dP

dx
D

g

*G + hstd
]m*

]fh− 1/r . sdP/dxdjg
*g

= ṁ* sB9d

Therefore, the correction,hstd, is obtained as

hstd =
ṁ* − ṁ*fh− 1/r . sdP/dxdjg

*g
ṁ* /]fh− 1/r . sdP/dxdjg

*g
sB10d

where the denominator on the right-hand side implies the rate of
change of mass flow rate with respect to the change in guessed
pressure gradient. This term was numerically evaluated from the
basic definition of the partial derivative as follows:

]ṁ*

]fh− 1/r . sdP/dxdjg
*g

=
ṁ*fh− 1/r . sdP/dxdjg

* + eg − ṁ*fh− 1/r . sdP/dxdjg
*g

e

sB11d

where,e is a preassigned small numbersin the present problem,
e=10−7d. After obtaininghstd from Eq. sB10d, the new pressure
gradient was obtained by under relaxation as follows:

S−
1

r

dP

dx
D

new

*

= S−
1

r

dP

dx
D

g

*

+ ahstd sB12d

The iterative process was continued until convergence. The con-
vergence was checked on the basis of the absolute value of the
numerator on the right-hand side of Eq.sB10d. In the present
problem, this was set as, 10−5.

Nomenclature
a 5 constant
D 5 pipe diametersmd

f 5 frequencysHzd
h 5 function of time
ṁ 5 mass flow rateskg/sd
n 5 integer number
P 5 pressuresPad
R 5 pipe radiussmd
r 5 radial locationsmd
t 5 time ssd

U 5 velocity sm/sd
x 5 axial coordinatesmd

Subscripts
0 5 averaged quantity
A 5 amplitude

av 5 time averaged mean
C 5 cosine term of Fourier series
g 5 guessed value

M 5 time averaged mean
n 5 nth term of Fourier series

os 5 oscillating component
p 5 period
S 5 sine term of Fourier series
w 5 wall

Superscripts
* 5 dimensionless quantity
ˆ 5 pressure gradient

Greek Letters
e 5 initialization value
m 5 dynamic viscosity
n 5 kinematic viscosity
u 5 phasesradd
r 5 densityskg/m3d
t 5 shear stress

Dimensionless Numbers
F 5 sR2fd /n dimensionless frequency

PA
* 5 sdP/dxdA/ sdP/dxdM dimensionless pressure

amplitudes=P̂A
* d

ṁA
*

5 ṁA/ṁM dimensionless mass flow rate
amplitude

ṁ* 5 ṁ/ṁM dimensionless mass flow rate
Re 5 sUMDd /n Reynolds number
r* 5 r /R dimensionless radial location
t 5 sntd /R2 dimensionless time

U* 5 U /UM dimensionless velocity
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Laminar Flow Across a Bank of
Low Aspect Ratio Micro Pin Fins
Pressure drops and friction factors associated with the forced flow of de-ionized water
over staggered and in-line circular/diamond shaped micro pin-fin bundles100 mm long
with hydraulic diameter of 50 and100 mm have been experimentally investigated over
Reynolds number ranging from 5 to 128. Pin fins were arranged according to two dif-
ferent horizontal and vertical pitch ratios (1.5 and 5). The applicability of conventional
scale correlations to evaluate micro flow tests results has been assessed. It is shown that
the available large-scale correlations do not adequately predict the pressure drop ob-
tained at the micro scale. A modified correlation, based on the experimental results
obtained using micro scale devices, has been proposed. The refined correlation accounts
for fin density and the endwall effects encountered in micro scale
configurations.fDOI: 10.1115/1.1900139g

Introduction
Recent advances in microfabrication technology have resulted

in a surge in Micro-Electro-Mechanical SystemssMEMSd re-
search for various heat and mass transfer applications. In the last
half decade, forced flow over a bank of pin finsstubular or non-
tubulard in MEMS devices has received increasing attention for
applications such as micro chemical reactorsf1g, micro rockets
f2,3g, and micro biological systemsf4g. Fluid flow over a bank of
pins results in a characteristic pressure drop, which is often used
as a criterion to optimally design heat transfers systems like heat
exchangersf5g. A literature survey reveals numerous instances of
experimental and numerical studies aspiring to estimate the pres-
sure drop for fluid flow over pin fin–tube bundles using various
geometrical fin configurations in conventional scale systems. It is
therefore tempting to use scaled down versions of conventional
models to predict hydrodynamic properties arising out of fluid
flow across a bank of micro pin fins. However, various studies on
fluid flow in MEMS devices have shown unexpected phenomena
and deviations from established large scale results. Additional dif-
ficulties are encountered while attempting to adopt conventional
scale correlations to model micro devices since micro fins in cross
flow tend to be shortersaspect ratio smaller than,8d than the
recommended height for ideal tube bundles in large scale systems
f6g, primarily because as size diminishes heat transfer coefficient
surges, which results in lower fin efficiencies and thus shorter pin
fins are desired. Moreover limited data is available for laminar
flow of intermediate size tubess8.H /D.1/2d at the conven-
tional scale, and large deviationssup to 50%d have been observed
between various empirical pressure drop correlations in conven-
tional scale studies.

Over the past century, numerous studies have investigated vari-
ous aspects of flow across conventional sized tube bundles. Pres-
sure drop data for water and air in circular, rectangular, and oval
tubes collected primarily through experimental studies have been
employed to develop friction factor correlations for laminar, tran-
sitional, and turbulent flows. The developed correlations have
been widely used to ameliorate the design of large scale systems.
Gaddis and Gnielskif6g proposed general correlations for laminar,
turbulent, and transition regions for long tubessH /D.8d using
data obtained from previous experimental studies of pressure
drop. The correlations included the effects of fluid temperature,

number of rows of tubes, and tube geometrical configurations.
Sparrow and Grannisf7g studied air flow across staggered
forward-facing vertex diamond-shaped pin finss45 deg and 90
degd over Reynolds numbers based on the fin hydraulic diameter
ranging from 20 to 2200 and noticed high friction factors in the 45
deg arrangement for low Reynolds numbersRe,100d. At higher
Reynolds numbers, the inertial effects dominate and the friction
factor increased for the 90 deg arrays. The authors employed the
experimental data to propose friction factor correlations for a va-
riety of geometrical configurations. Chyu et al.f8g studied heat
transfer and pressure drop characteristics for circular, cubic, and
diamond fin arrays in a narrow channel for both in-line and stag-
gered arrangements, and they concluded that cube arrays are the
best arrangement for heat exchangers because of their enhanced
heat transfer characteristics and moderate pressure losses. Ruth
f9g compared the performance of lenticular with circular cross
section tube banks in cross flow and reported a 20% increase in
the ratio between the Stanton number and the friction coefficient
for the lenticular pins for 23104,Re,53104. The increase has
been attributed to the lower accelerations and pressure gradients
of the lenticular configuration, which results in reduced separation
and drag.Șara f10g studied the effect of tip clearance ratio and
inter-fin distance on pressure drop in flow across square cross-
section pin fins in a staggered arrangement for Reynolds numbers
ranging from 13104 to 3.43104 and observed that a decrease in
the clearance ratio results in a decrease in the friction factor. Cor-
relations involving the prediction of the friction factor have been
presented in this article.

Flows over intermediate size pin fin banks are commonly used
in turbine cooling systems to increase the internal heat transfer
characteristics. The pin height-to-diameter ratios of typical heat
sink used for such applications are between 1/2 and 4f11g.
Damerow et al.f12g measured pressure drops in channels with
arrays of pin fins havingH /D from 2 to 4 with various pin spac-
ing geometries and found noH /D effect on the friction factor. A
similar trend has been reported by Metzger et al.f13g, who also
obtained friction factors data, which agreed well with the long
tube correlations proposed by Jacobf14g. Armstrong and Winstan-
ley f15g compared the experimental data obtained by Pengf16g,
Metzger et al.f13g, Damerow et al.f12g, and Jacobf14g. The
correlation proposed by Metzger et al.f13g provided the best fit
for the dataswithin ±15%d, while Damerow’sf12g correlation did
not match the experimental results. Although Jacob’sf14g corre-
lation was originally developed for long fins, it predicted the ex-
perimental data fairly well. An interesting result that might ex-
plain the similar pressure drop trends for long and intermediate
size tubes was obtained by Sparrow et al.f17g, who studied the
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endwall effect of cross flow over a cylinder attached to a wall for
Reynolds numbers ranging from 3500 to 23,000. Wall–cylinder
interaction was found to be confined to within one diameter from
the wall, and the interaction height was Reynolds number depen-
dent. Low Reynolds number flows result in thicker interaction
heights than high Reynolds number flow. Since the correlations
cited above were developed based on transitional and turbulent
flow data, no apparent dependency onH /D was found. However,
Short et al.f5,18g showed that the friction factors over intermedi-
ate size tubes are strongly dependent on the height-to-diameter
ratio for laminar flows but not for turbulent flows.

The aforementioned studies provide valuable insight into the
pressure drop characteristics of fluid flow across a bank of pin fins
at the conventional scale. It is not clear if the correlations and
prediction tools developed for conventional scale systems are ap-
plicable to micro devices. Moreover, scaling studies have not been
conducted to validate these correlations in the micro scale. In
addition, the data on friction factor for intermediate size cylinders
sand noncylindrical pin finsd at the conventional scale is limited
and primarily available for transitional and turbulent flowssRe
.1000d. Therefore, there is a strong need for conducting experi-
mental studies on the pressure drop in cross flows over various
micro pin fin bundles to either validate the correlations available
from conventional scale studies or dispute their utility at the micro
scale. The present study investigates pressure drops due to flow of
water over staggered and in-line micro pin fin bundles. Micro
scale results are compared with the existing large scale data and
the conventional scale correlations are assessed in terms of their
ability to predict pressure drop characteristics in micro flows. Fi-
nally, a modified correlation, which includes endwall effects, is
proposed for flows over micro pin fin bundles.

Device Fabrication and Experimental Procedure

MEMS Device Design.The microchannels employed in the
present study are fabricated using techniques adapted from semi-
conductor manufacturing. The process flow is very flexible and
allows the creation of different fin geometriesscircular, square,
diamond, etc.d inside the microchannel. Positioning of the pin
arrays in both staggered and in-line arrangements is achieved by
simply incorporating these features into the masks. The fins are
arranged inside a 1500mm wide microchannel of depth 100mm
as shown in the CAD model in Fig. 1.

A double side polished,n-typek100l single crystal silicon wafer
is processed on both sides to create a microfluidic device, which
consists of a microchannel embedded with an array of fins. Pres-
sure tapings are created at appropriate places on the devicesFig.
1d. At first, the top side and bottom side masks are designed and
fabricated. A 1mm thick thermal oxide is deposited on both sides
of the silicon wafer to protect the bare wafer surface. The top side
mask pattern is transferred onto the silicon wafer through a pho-
tolithography step. The resist pattern on the wafer protects areas,

which are not to be etched during the DRIEsdeep reactive ion
etchingd process. A subsequent RIEsreactive ion etchingd process
is used to remove oxide in places not protected by the resist. The
wafer is then etched in a DRIE process and silicon is removed up
to a depth of 100mm forming the microchannel containing pin fin
bundles along with the pressure ports and the inlet and exit ports
of the device. The DRIE process forms deep vertical trenches on
the silicon wafer with a characteristic scalloped sidewall possess-
ing a peak-to-peak roughness of,0.3 mm. Once top side process-
ing is completed, the resist is stripped and the wafer is flipped for
bottom side processing. The wafer is again taken through a pho-
tolithography, RIE step but the bottom mask is employed instead
and the mask pattern is transferred on to the other side of the
wafer. Finally, a DRIE process is used to etch the silicon and
create openings for the inlet, the exit, and the pressure ports. Sub-
sequent wet bench processing removes all oxide and resist on the
wafer. The completed silicon wafer is anodically bonded to a 1
mm thick Pyrex wafer to seal the microchannels. The processed
stack is finally diced to separate the devices from the parent wa-
fers and prepare them for packaging and interfacing with the ex-
perimental setup. An SEM image of the actual device is shown in
Fig. 2 and a CAD model is presented in Fig. 1 displaying the fin
bundles and the pressure ports on the device.

Experimental Setup Design.The experimental setup is classi-
fied into three major subsystems:sad The test section,sbd the flow
subsystem, andscd the instrumentation and data acquisition sub-
system. A detailed layout of the experimental setup is provided in
Fig. 3.

The test section consists of microchannels and an opposite
packaging module to facilitate the transit of fluids through the
micro device and to allow pressure measurements at different lo-
cations via the ports in the device. The packaging module consists
of three components:sad A transparent top plate,sbd a bottom
plate with alignment pins, andscd an adapter plate.

The bottom plate houses a number of o-ring’s for fluidic sealing
while the alignment pins are provided to facilitate the easy posi-
tioning of microchannels. The adapter plate compensates for any
die-saw errors and the transparent polycarbonate top plate allows
flow visualization during test runs. The silicon device is com-
pressed against the gasketsso-ringsd by the top and the bottom
plate to forge the fluidic seals. This setup ensures hermetic sealing
and offers access to the fluidic connectionssinlet, outlet, and pres-
sure portsd of the micro device through the bottom block.

The flow subsystem includes an inlet and an exit pressure

Fig. 1 CAD model of pin fin array

Fig. 2 SEM image of pin fins bundle
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chamber capable of withstanding pressures up to 190 Psi and all
plumbing to and from the test section. The fluidic connections to
the test section from the pressurized tanks are established through
appropriate stainless steel fittings. A pressure difference between
the inlet and the exit chambers causes a flow through the micro-
channel. The inlet chamber is pressurized with filtered dry nitro-
gen and filtered de-ionized water is the working fluid in all ex-
periments. The de-ionized water is delivered through a calibrated
flow meter and a 0.2mm filter is introduced before the test rig to
depurate the fluid and avoid any clogging of the microfluidic de-
vice. Air is removed from the flow circuit by a Welch vacuum
pump before any de-ionized water is introduced into the
microchannel.

The instrumentation and data acquisition subsystem consists of
a few precision pressure transducers, which are mounted on the
bottom plate of the packaging through appropriate fittings. Pres-
sure data is obtained at various locations in the microchannel
through the pressure ports created inside the microfluidic device
sFig. 1d. The pressure sensors deliver data to a PC based
LABVIEW

® data acquisition subsystem, which collects and stores
the data for further analysis. The working liquid is not re-
circulated in any of the experiments and is collected in the exit
chamber.

Experimental Procedure.The flow rate is induced by the pres-
sure difference between the inlet and exit chambers and it can also
be controlled by a fine adjustment ball valve located upstream of
the test sectionsFig. 3d. Experiments are conducted over a wide
range of inlet pressures and pressure gauges are used to monitor
the pressure inside the inlet chambers. All experiments are per-
formed at room temperatures22°Cd and no heat is supplied to the
devices, maintaining adiabatic conditions. The exit chamber is
kept at atmospheric pressure throughout the experiments and the
de-ionized water temperature is continuously monitored. The inlet
chamber pressure is increased in a controlled manner and pressure
and flow rate data are collected from various pressure and flow
sensors through theLABVIEW ® interface and stored for further

analysis. The pressure drop caused by the flow over a bank of pin
fins is detected by the pressure transducers for the desired flowrate
and data is collected only after reaching steady state conditions.

Data Reduction and Uncertainty Analysis

Data Reduction.Friction factor f is obtained from the follow-
ing expression:

fexp=
sPin − Pexitd2rF

NrowG2 s1d

where the mass fluxsGd is calculated based on the minimum
cross-sectional flow area using the expression

G =
Q rF

Amin
s2d

The Reynolds number and the minimum cross-sectional flow area
are usually calculated using two different approaches depending
on the pin height-to-diameter ratio. For arrays with long fins
sH /D.8d, referred in this paper as “tube bundle” fins, the pres-
sure dropsand heat transferd is dominated by the fin while the
endwall effects are secondaryf19g. In this approach, the length
scale for calculating the Reynolds number is simply the fin hy-
draulic diameter. Very short finssH /D,1/2d are commonly used
in compact heat exchangers, where the characteristic pressure
drop is severely influenced by the top and bottom walls. These fin
configurations are referred as “compact heat exchanger” fins in
this paper. This approach utilizes the hydraulic diameter of the
heat exchanger for calculating the Reynolds number.

The Reynolds number andAmin for the “tube bundle” approach
for in-line and staggered fin configuration are expressed as fol-
lows:

Fig. 3 Experimental setup
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Re =
G D

m
s3d

for in-line configuration

Amin =
ST − D

ST
wH s4d

for staggered configuration

Amin =
ST − D

ST
wH for

ST + D

2
, Sd s5d

Amin =
2sSd − Dd

ST
wH for

ST + D

2
. Sd s6d

The Reynolds number for the “compact heat exchanger” approach
is given by:

Red =
Gdh

m
s7d

where

dh =
4 AminL

A
s8d

and

A = p D H Nt + 2Sw L −
p D2

4
NtD s9d

For in-line tube configuration:

Amin = N HsST − Dd s10d
For staggered tube configuration:

Amin = SS w

ST
− 1Dc + sST − DdDH s11d

where

c = HST − D if ST − D , Sd − D

Sd − D if Sd − D , ST − D
J

The friction factor for the entire fin pin configuration is ob-
tained from Eq.s1d. The comparison of the experimental data with
existing correlations is done through the mean absolute error
sMAEd, which is defined as:

MAE =
1

Mo
i=1

M
ufexp− fpredu

fpred
3 100% s12d

Uncertainty Analysis. The uncertainties of the measured val-
ues are given in Table 1 and are derived from the manufacturer’s
specification sheet while the uncertainties of the derived param-
eters are obtained using the propagation of uncertainty method
developed by Kline and McClintockf20g.

Results and Discussion

Pressure Drop. Four devices, listed in Table 2, are tested in
this study, for which the pressure drops between the inlet and exit
are shown in Fig. 4. The geometrical configurations of the se-
lected four devices provide a measuresalthough limited in extentd
of pin arrangementsstaggered and in-lined, aspect ratio, and pin
shape. As expected, the pressure drop is higher for the denser

Table 1 Uncertainties in variables used in uncertainty analysis
„friction factor …

Table 2 Devices dimensions

Fig. 4 Pressure drop vs flow rate for device 1SDS through
4SCL
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configurations. Because of its smaller diameter, the Reynolds
number based on the fin hydraulic diameter corresponding to the
same flow rate is smaller for device 3SCSsStaggered, Circular, of
Small fin hydraulic diameterd than for device 2SCLsStaggered,
Circular, of Large fin hydraulic diameterd. Consequently, the fric-
tion factor is higher and the pressure drop required to maintain the
same flow rate is higher for device 3SCS. Due to the cylinder-
wake interaction with increasing flow rate device 2SCL has in-
creasing slope after a certainQ, while devices 3SCS and 1SDS
have decreasing slopes. As expected the flow resistance of device
4ICL sIn-line, Circular, of Large fin hydraulic diameterd is smaller
than the staggered arrangements with the same fin diametersde-
vice 2SCLd. At high pitch-to-diameter ratio, the flow resistance
dropssdevice 1SDSd.

Trends in Experimental Friction Factor. Friction factors vs.
Reynolds number profiles are given in Figs. 5 and 6 for “tube
bundle” and “compact heat exchanger” approaches. The general
trends of the experimental results are consistent with the effects of
tube arrangement, and pitch ratio on friction factor for “tube
bundle” approach in conventional scale.

Although the tube density of device 2SCL and 3SCS are the
same, the friction factor is much larger for device 2SCL. For
example using the “tube bundle” approach at Re=28.0 the friction
factor for device 2SCL isf =7.495, while at Re=29.30 the friction
factor for device 3SCS isf =3.915. Using the “compact heat ex-
changer” approach at Re=25.25 the friction factor for device
2SCL is f =2.891, while at Re=25.35 the friction factor for device
3SCS isf =2.507. The discrepancies between the friction factors
are attributed to the differences in the height-to-diameter of the

two devicessH /D=1 for device 2SCL, andH /D=2 for device
3SCSd. This, to some extent, contradicts most previous studies
f12,13,16g which have found thatH /D had no effect on the fric-
tion factor. However, Short et al.f5g have reported that the friction
factor is dependent onH /D for laminar flows and this compares
favorably with the current data. As discussed by Sparrow et al.
f17g wall–fin interactions are confined to within one diameter of
the wall for Reynolds number larger than 3500, and tend to di-
minish at higher Reynolds numbers. At lower Reynolds number,
the wall boundary layer thickness extends a few tube diameters
from the wall and can strongly affect the hydrodynamic fieldsand,
therefore, the pressure dropd throughout the entire fin height. Note
that to some respect the aspect ratio effect should have been ac-
counted for by the use of the Reynolds number based on the
“compact heat exchanger” approach. Indeed, for a given Reynolds
number, the ratios between the friction factors of the two devices
reduced. However, there are still considerable discrepancies be-
tween the values of the friction factors of the two devices.

Flow through staggered configuration is more tortuous than
flow over an in-line arrangement, and as a result, larger friction
factors are expected for staggered configuration. However, at low
Reynolds numbers the ratio between the friction factor of similar
tube diameters and pitch-to-diameter ratio are larger than for
larger Reynolds numbers. As seen in Figs. 5 and 6, at Reynolds
numbers below 40 the friction factors for device 2SCL are about
1.6 times larger than for device 4ICL, while at higher Reynolds
number the ratio between the friction factors approaches unity. A
similar trend was obtained by Short et al.f5g thereby emphasizing
the fact that asReincreases, the effects of the arrangementsin-line
versus staggeredd on friction factor diminishes.

The friction factors of devices 1SDS and 3SCS are approxi-
mately equal for a range of Reynolds numbers although the den-
sity of device 1SDS having diamond shaped fins is about five
times less than device 3SCS with circular fins for the “tube
bundle” approach, whereas they are greater for the “compact heat
exchanger” approach. This signifies the importance of the pin’s
shape. It can be inferred that diamond shaped fins result in con-
siderably larger friction factors compared to circular fins, which is
consistent with the finding of Chyu et al.f8g. This is because the
sharp pointed regions of diamond shaped fins produce increased
form drag on the pins, which results in larger friction factors.

Comparison Between Experimental and Conventional Fric-
tion Factor. A large number of correlations developed for long
and short tubes are used to evaluate the friction factors. In the
present study, ten long tube correlations and four intermediate size
tube correlations are included, which are summarized in Table 3.
Among the ten long tube correlations, four are specified as appli-
cable only for laminar flows1,4,6,11d, four only for turbulent flow
s2,3,5,7d, and the remaining are either for all ranges, transition
range, or some combination of two or more flow regimes. The
experimental friction factors together with the calculated ones ob-
tained from these correlations are presented in Tables 4 and 5. The
mean absolute errors are presented in Tables 6 and 7. The corre-
lation that results with the overall lowest MAE value is Sparrow
and Grannisf7g correlation with an average MAE of 31.9% using
the “tube bundle” approach. Although Sparrow and Grannisf7g
correlation was obtained for air and recommended for diamond
shaped tubes, it represents the data well particularly for the stag-
gered arrangements. This might be since it was originally devel-
oped for Reynolds numbers similar to the current study and was
based on tests from dense fin arrangements. It is also not surpris-
ing that the correlation provided the best prediction for the data of
device 1SDS, which has relatively longsH /D=2d diamond
shaped fin pins. Excluding the diamond shape configurationsde-
vice 1SDSd Gunter and Shawf21g and the HEDHf22g correla-
tions predicted the experimental data quite well. Gunther and
Shaw f21g correlation predicted the friction factor for device
2SCL, 3SCS, and 4ICL with MAEs of 22.5%, 22.0%, and 17.1%,
respectively, while for device 1SDS it underpredicted the data by

Fig. 5 Friction factors for “tube bundle” approach

Fig. 6 Friction factors for “compact heat exchanger”
approach
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81.6%. Using the HEDHf22g correlation the MAE’s for device
2SCL, 3SCS, and 4ICL are 17.4%, 25.8%, and 21.9%, respec-
tively, whereas for device 1SDS the MAE is 99.5%. The higher
friction factors values for the diamond shape pins are in accor-
dance with conventional scale findingssChyu et al.f8gd.

Comparison between the results for device 1SDS and device
2SCL with Sparrow and Grannis correlationf7g reveals another
important aspect of endwall effectsfendwall effects account for
the interaction between the pin fins and the base, on which they

residestop and bottom wallsdg. If endwall effects are neglected,
the correlation should have resulted in higher friction factors for
device 2SCL than the experimental data, since the pin fins in
device 2SCL are circular and the correlation was developed for
diamond shape pin fins. On the other hand, the correlation should
have underpredicted the experiments results for device 1SDS
since the pins are diamond shaped and the only discrepancy be-
tween the data used for correlation 12 and the current datasother
then the scaled is endwall effects. However, the opposite occurs.

Table 3 Correlations for the friction factor and their mean absolute errors; Conventional scale friction factor correlations
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The correlation underpredicted the experiment results for device
2SCL, and overpredicted results for device 1SDS. This suggests
that endwall effects are significant forH /D=1, but much less
important forH /D=2, and a shift from pressure drop dominated
by endwall effects to pressure drop dominated by pin fin effects
occurs at some value between 1,H /D,2. The endwall effects
are also apparent when comparing device 2SCL and 2SCS with
Gunther and Shawf21g correlation. At Reynolds number above
,25 the correlation overpredicted the experimental results for the
relatively long pin fins of device 3SCS, while for device 2SCL the
correlation underpredicted the results even at Re=127.7.

Moores and Joshif23g poorly predicted the experimental data
correlation. This is not surprising since their laminar region data
also correlated poorly with their own correlation. Moreover, larger
transverse and longitudinal pitches were used in their study, which

are beyond the recommended range for this correlation. From all
the various studies considered here only Short et al.f5g addressed
endwall effects on intermediate size pins. Therefore, it was ex-
pected that correlation 14 would agree well with the experimental
results. However, the correlation did not predict the experimental
data well even for the circular pins staggered arraysfor device
2SCL and 3SCS, the MAE’s are 71.3% and 34.7%, respectivelyd,
and the prediction of the in-line array is much above the experi-
mental datasfor device 4ICL the MAE’s is 99.1%d.

The existing correlations best fit the data obtained from device
3SCSsH /D=2d. This might further support the hypothesis that
endwall effects are significant in the low Reynolds number range
of the current experiments, especially when comparing the results
obtained for device 2SCLsH /D=1d. Since all correlationssexcept

Table 3 „Continued. …
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correlations 13 and 14d, assume long finssincluding the one that
was developed for the short finsd it is expected that their predic-
tion capabilities will deteriorate for smallerH /D, where endwall
effects become significant. However, for device 1SDS all correla-
tions, except Sparrow and Grannisf7g generated much lower fric-
tion factors than experiments. This is somewhat surprising since
device 1SDS hasH /D similar to device 2SCL. Moreover it has
been tested at higher Reynolds numberssin comparison to the
other devicesd and endwall effects should have diminished. How-
ever, as discussed in previous sections conventional scale studies
strongly suggest that friction factor across diamond shape pins are
larger than circular pins.

Using the “compact heat exchanger” approach did not seem to
improve the prediction results. Although three correlationssGad-
dis and Gnielskif6g, Chilton and Generauxf24g, Bergelin et al.
f25gd provided better predictions under the “compact heat ex-
changer” approach, the predictions of the other correlations in
Tables 6 and 7 were poorer. Bergelin et al.f25g provided the best
prediction with an average MAE of 41.7%. Chilton and Generaux
f24g produced the largest improvement with the “compact heat
exchanger” approach compared to the “tube bundle” approach
sfrom an MAE of 68.4% to an MAE of 44.8%d. Since it was
recommended only for the laminar regime, the effects of the
change in the approach were more pronounced and these effects
played an improving role in the prediction of experiment data, for
devices 2SCL, 3SCS, and 4ICLsMAEs are 28.0%, 35.6%, and
15.3%, respectivelyd. It is difficult to draw a conclusion regarding
the approach, which provides best overall approximation, since
the average MAEs for all correlations are relatively large for both
approaches.

In conclusion, the comparison of the test results with existing
correlations provided relatively large discrepancies, and only the
correlation presented by Short et al.f5g attempted to capture all
the important physical parameters that derive the pressure drop
across intermediate size fin pin banks at low Reynolds numbers.
In the following section, the development of a more general cor-
relation that will especially account for endwall effects is detailed.

Development of a New Correlation for Friction Factor.
Based on the experimental results a friction factor correlation for
flow across fin pin array was developed which accounts for end-
wall effect and fin density. The correlation has the following form:

f = p1 + p2 s13d

where

p1 =
C3

Rek1
S H/D

H/D + 1
Dk2SSTSL

AC
Dk3

and;

p2 =
C4

Red
k5
S 1

1 + H/D
Dk4SSTSL

AC
Dk6

C3, C4, k1, k2, k3, k4, andk5 are constants, which minimize the
prediction error of the experimental data. Using the least-square
method similar to the procedure presented by Mathewsf27g, the
values of these constants, which best fit the experimental data, are
found and are listed in Table 8.

The first sp1d and secondsp2d terms on the right hand side of
Eq. s13d have a similar form to Gunther and Shawf21g correlation
and account for the friction on the fin and on the top and bottom
walls, respectively. This hybrid approach to the representation of
the friction factor acknowledges that neither Re nor Red alone can
fully capture the physical parameters that govern friction factors
at intermediate tube sizes. At large tube aspect ratiop2 vanishes
sthe term powered byk4 diminishesd, and the pressure drops are
mainly due to friction exerted on the pins. As the pins become
shorter,p1 diminishessthe term powered byk2 diminishesd, and
the friction losses on the top and bottom walls, which are ac-
counted byp2, gradually dominate. This trend is demonstrated in
Fig. 7 for device 3SCS at Re=40. ForH /D=1,p1 is much
smaller thanp2. As H /D becomes larger, the ratio betweenp1 and
the total friction factor approaches unity. ForH /D.5,p1 ac-
counts for,90% of the friction factor.

The correlation with the constant values of Table 8 predicted all
friction factor data of the staggered arrangements with a MAE of
7.3%, while for in-line arrangement, the MAE is 2.7%. Table 9
lists all MAE’s of Eq.s13d. A comparison between the experimen-
tal data and the calculated friction factors obtained from Eq.s13d
is given in Figs. 8 and 9, and as can be seen, almost all the data

Fig. 7 p1 to the total friction factor f †Eq. „13…‡ ratio versus H/D
ratio at Re=40

Fig. 8 Comparison between measured and calculated friction
factors †Eq. „13…‡ for staggered configurations

Fig. 9 Comparison between measured and calculated friction
factors †Eq. „13…‡ for in-line configuration
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fall within ±20% of the correlation. All the data for the in-line
device was within ±10% of the correlation, whereas about 75% of
the data for the devices in staggered configuration fall within
±10%.

Conclusions
In this study, friction factor measurements are obtained for mi-

cro scale flows across a variety of 100mm long pin fins of 50 and
100 mm hydraulic diameter in both in-line and staggered configu-
rations having two different transverse and horizontal pitch ratios
s1.5 and 5d over Reynolds number ranging from 5 to 128. Both the
“tube bundle” and “compact heat exchanger” approaches have
been employed to evaluate the friction factors and the pressure
drops. Experimental results showed that correlations available for

conventional scale systems could not fully predict the pressure
drops obtained at the micro scale. A new correlation has been
proposed to account for the fin density and the endwall effects at
the micro scale. The main conclusions drawn from this investiga-
tion are presented below:

s1d Existing conventional scale correlations are not able to pre-
dict the pressure drops accurately. A mean absolute error of
more than 30% has been observed for all correlations ex-
amined in this study.

s2d From the large number of conventional scale correlations
only very few provide the correct ground for comparison.
This is because pin fins are relatively short in micro scale
systems and the flow is predominantly laminar. Surpris-

Table 4 Friction factors using the “tube bundle” approach; Friction factors using the “tube bundle” approach
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Table 5 Friction factors using the “compact heat exchanger” approach

Table 6 MAE’s „%… of the correlations for each device using the “tube bundle” approach
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ingly very few correlations are available for such pin fin
configurations and flow regime. The correlations, which are
applicable, provided large deviations from experimental re-
sults. At this point it is not clear whether this discrepancy is
due to the limited data obtained in conventional scale,
which is applicable to micro scale configuration and flow
conditions or whether the differences arise from inherent
scale effects.

s3d Pin fin height to diameter ratio has a significant effect on
the friction factor. The device with lowerH /D ratio pro-
duces higher friction factors at the same tubes densities and
Reynolds number. TheH /D ratio effect reduces with in-
creasing Reynolds number. A similar trend was observed by
Short et al.f5g.

s4d A new correlation accounting for the fin density and end-
wall effects has been developed for in-line circular, stag-
gered circular, and staggered diamond shaped pin fin ar-
rangements. The proposed correlation predicted the
experimental data with MAEs of 2.7%, 7.4%, and 7.2% for
in-line circular, staggered circular, and staggered diamond
shaped pin fins arrangements, respectively. For largeH /D
ratios sH /D.8d, the correlation converges to a long tube
type correlation while smallH /D ratios transform it to
short tube correlations.

s5d Staggered tube configuration results in higher friction fac-
tors than the in-line configuration. This trend has also been
observed in conventional scale studies. The difference be-
tween the friction factors obtained from different arrange-
ments diminishes with the increase in the Reynolds num-
ber.

s6d The diamond shaped tubes produce higher friction factors
when compared with the circular tubes. This is consistent
with the results obtained by Chyu et al.f8g in their conven-
tional scale experiments.

Nomenclature
A 5 total area, m2

Ac 5 cross section area of a single tube, m2

aB 5 constant
b,b1,b2,b3,

b4,bG 5 constants
c,C,C3,C4,Cc5 constants

dh 5 hydraulic diameter of compact heat exchanger,
m

D 5 tube hydraulic diameter diameter, m
f 5 friction factor

G 5 mass flux based on minimum flow area,
kg/m2s

H 5 fin height, m
k1,k2,k3,k4,k55 constants

L 5 channel length, m
m 5 exponent in Blausius type friction factor
M 5 number of data points

MAE 5 mean absolute error
N 5 number of fins per column
n 5 constant

Nrow 5 number of tubes per row
Nt 5 number of total tubes

Dp 5 pressure drop, kPa
pexit 5 exit pressure, kPa
pin 5 inlet pressure, kPa
Sd 5 diagonal pitch, m
SL 5 longitudinal pitch, m
ST 5 transverse pitch, m
Q 5 volumetric flowrate, m3/s

Re 5 Reynolds number based on the pin fin hydrau-
lic diameter, GD/m

Red 5 Reynolds number based on the hydraulic diam-
eter of the channel, Gdh/m

w 5 channel thickness, m

Greek
a0,a1,a2,a3 5 constants

m 5 viscosity, kg/ms
r 5 density, m3/s

p1 5 first term of the right hand side in Eq.s13d

Table 7 MAE’s „%… of the correlations for each device using the “compact heat exchanger” approach

Table 8 Constant values for Eq. „13… that best fits experimen-
tal results

Table 9 MAE’s of the new correlation for each device
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p2 5 second term of the right hand side in Eq.s13d

Subscripts
av 5 average

exp 5 experimental
f 5 frictional
F 5 fluid

min 5 minimum
pred 5 predicted
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Two-Dimensional Pipe Model for
Laminar Flow
The one-dimensional Zielke model of the energy loss in laminar pipe flow is exact but
gives no information about the velocity profile. Here a two-dimensional pipe model is
presented which gives the two-dimensional velocity profile in the time domain for an
unstationary pipe flow of a compressible fluid that follows an equation of state. The
continuity and the motion equations are projected over two sets of functions accounting
for the radial and the axial dependence. A set of ordinary differential equations for the
time-dependent coefficients is obtained, which is numerically integrated according to the
boundary conditions at the pipe ends needed in practical applications. The model repro-
duces the experimental results of a water hammer and the analytical transfer functions
over a wide range of frequencies.fDOI: 10.1115/1.1905645g

1 Introduction
The modeling of the laminar unstationary energy loss of a fluid

in a pipe has great relevance for its technological applications, and
is a well known and understood problem. The special symmetry of
the problem makes it possible to simplify the full Navier–Stokes
equations by considering the pressure and the component of the
velocity perpendicular to the pipe cross section as the only repre-
sentative dynamic variables of the fluid motion. The three-
dimensional problem—which is reduced to a two-dimensional
problem where the independent spatial variables are the position
along the pipe axis and the distance from the pipe center—can be
further simplified since the radial dependence is fictitious. Per-
forming the Laplace transform of the equations of motion, it can
be shown that the shape of the velocity profile in the pipe is not
free, but can be given an analytical expression in the Laplace
domain even for transients in terms of Bessel functions of the first
kind modulated by the transform of the pressure gradientf1g.
Moreover, Zielke showed that the shear stress at the wall is a
function of the instantaneous mean velocity and of the weighted
past velocity changesf2g, and he could write a set of one-
dimensional equations involving only the pressure and the mean
velocity. The one-dimensional equations of the Zielke model are
accurate, since they reproduce the experimental results of a water
hammer where frequency dependent friction causes distortion of
the traveling wave; and they are easy to implement in a simulation
program, since the information of the velocity profile is implicitly
contained in the expression of the fluid friction experienced by the
mean velocity. The only problem, however, is represented by the
computational cost of the calculation of the weighted past velocity
changes, which tends to increase unbounded for longer simulation
times. Suzuki et al.f3g overcame this problem and developed a
method which significantly reduces the computational cost of the
calculation of the frequency dependent friction and gives the same
results as the Zielke model.

The shape of the velocity profile, which is implicitly contained
in the Zielke model, is known in the Laplace domain but it is
generally unknown in the time domain. Only if the boundary con-
ditions of the pressure and of the mean velocity at the pipe ends
are set to sinusoidal functions is it possible to have an expression
of the velocity shape also in the time domain. The goal of this
work is to numerically solve in the time domain the full two-
dimensional equations of motion for a compressible fluid that fol-
lows an equation of state. Two sets of complete orthogonal func-

tions, one in the axial and the other in the radial direction, are the
basis over which the pressure and the velocity field are expanded.
From the equations of continuity and of motion, a set of first-order
ordinary differential equations are obtained for the time-dependent
coefficients of the expansion, which can be numerically inte-
grated, taking into account the boundary conditions by introduc-
ing Lagrange multipliers. The method has been tested on the ex-
perimental results of the water hammer presented in the Zielke
article, and on the calculation of transfer functions.

2 Basic Equations
Here the basic differential equations for the laminar motion of a

fluid in a pipe following D’Souza and Oldenburger are reported
f1g. The pressure and the velocity field of a fluid in a pipe with
nonelastic walls can be described using cylinder coordinatesx, r,
u. The coordinatex gives the position in the pipe’s axial direction,
r is the distance from the pipe center, andu counts the circumfer-
ential angle around the pipe axis. Due to the rotational symmetry
of the pipe, the pressure and the velocity are assumed to be inde-
pendent ofu. The velocity field describing the laminar motion of
the fluid then has two components: Onev along the axial direc-
tion, and the otheru lying in the pipe cross section. Since it can be
shown that the value ofu is always much less thanv, the pressure
P can be assumed to be a function ofx only. With these assump-
tions the equations of motion and of continuity are

r
]v
]t

+
]P

]x
− rvS ]2v

]r2 +
1

r

]v
]r
D = 0 s1d

1

K

]P

]t
+

]v
]x

+
]u

]r
+

u

r
= 0 s2d

wheren is the kinematic fluid viscosity, which is assumed to be
constant for a fluid at constant temperature, andK is the fluid bulk
modulus given by the equation of state for liquids

dr

r
=

dp

K
.

Integrating Eqs.s1d and s2d over the pipe cross section the
dependence onu disappears

r
]V

]t
+

]P

]x
− tsxd = 0 s3d
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1

K

]P

]t
+

]V

]x
= 0 s4d

and the velocity componentv is substituted by its mean valueV
=Vsx,td

V =
1

pR2E
0

R

2prv dr. s5d

Equations3d, which still contains a trace of the velocity profile
in the shear stresst at the wall

tsxd =
2rn

R
U ]v

]r
U

r=R

turns out to be fully one-dimensional since Zielkef2g showed that
t can be expressed as a weight of the past velocity changes

t =
4rn

R
Vstd +

2rn

R E
0

t
]V

]t
sudWst − uddu s6d

whereW is a function which can represented as a series.
The only reason that it is possible to end up with a set of

one-dimensional equations from the full two-dimensional equa-
tions fEqs. s1d and s2dg, is that the shape of the velocity profile
solution of Eq.s1d is not free, but it is given a form which can be
easily computed by performing the Laplace transform of the equa-
tion of motion. Following Zielke, the Laplace transform of Eq.s1d
is

d2v̄
dr2 +

1

r

dv̄
dr

−
s

n
v̄ =

1

n
F̄ s7d

where

v̄sx,r,sd =E
0

`

vsx,r,tde−st dt

F̄sx,sd =E
0

`
1

r

]P

]x
e−st dt.

The velocity fieldv solution of Eq.s1d must satisfy two bound-
ary conditions, one imposed by physics, which prescribes zero
fluid velocity at the pipe walls

vsx,R,td = 0 s8d

and the other which guarantees the existence of the time deriva-
tive of the velocity profile at the center of the pipe

]v
]r

usx,r,tdur=0 = 0. s9d

From the general solution of Eq.s7d

v̄sx,r,sd = C1J0SiÎs

n
rD + C2N0SiÎs

n
rD −

F̄

s
s10d

whereJ0 andN0 are, respectively, the Bessel functions of first and
second kind and of order zero, the solutions that fulfill the bound-
ary conditions Eqs.s8d and s9d are found by imposing

C2 = 0

C1 =
F̄

s
/J0SiÎs

n
RD

and read

v̄sx,r,sd =
F̄

s3 J0SiÎs

n
rD

J0SiÎs

n
RD − 14 s11d

Since the shape of velocity profile overall in the pipe is given
by Eq. s11d, it is not possible to prescribe a general shape of the
velocity profile at one of the pipe ends, where only the value of

the mean velocity can be imposed, whose Laplace transformV̄ is

V̄ =
F̄

s3 2J1SiÎs

n
RD

iÎs

n
RJ0SiÎs

n
RD − 14 . s12d

In order to get a numerical solution to Eqs.s1d and s2d we
expand the velocity profile and the pressure over two independent
basis of functions, one for the length and one for the radius. For
the length coordinate we use the Chebyshev polynomialsTn,
which are a complete set of orthogonal functions in the domain
f−1,1g with respect to the weight functions1−x2d−1/2. For the
radial coordinate we choose in the set of the Jacobi polynomials
those polynomialsZn, which are a complete set of orthogonal
functions in the domainf0, 1g with respect to the weight function
x ssee Appendixes A and Bd.

The equations of continuity and of motion mapped on the or-
thogonality domain of theTn andZn polynomials with the change
of variables

j = r/R j P f0,1g f0,Rg
r

→ f0,1g
j

e = 2x/L − 1e P f− 1,1g f0,Lg
x

→ f− 1,1g
e

read

]v̂
]t

+
2

Lr

]P̂

]e
−

n

R2S ]2v̂
]j2 +

1

j

]v̂
]j
D = 0 s13d

1

K

]P̂

]t
+

2

L

]V̂

]e
= 0 s14d

wherev̂, V̂, andP̂ are functions of the variablese, j, and of time
t.

The expansion of the functionv̂ and P̂ in series of Jacobi and
Chebyshev polynomials is

v̂ = vk,mstdZksjdTmsed

P̂ = pmstdTmsed
k,m= 0,1, . . . s15d

where the convention of summation over repeated indices is as-

sumed. Since the definition of the mean velocityV̂ contains the
scalar product of the polynomialZk with the polynomial of order

zero, the expansion ofV̂ contains only the elementsv0,m

V̂ = 2E
0

1

v̂j dj = 2vk,mTmE
0

1

ZkZ0j dj = v0,mTm.

Inserting the expansion of the pressure and of the velocity in
the equation of motion and continuity Eqs.s13d and s14d we ob-
tain

v̇k,mZkTm +
2

Lr

]Tm

]e
pm −

n

R2F ]2Zk

]j2 +
1

j

]Zk

]j
GTmvk,m = 0 s16d

1

K
ṗmTm +

2

L

]Tm

]e
v0,m = 0 s17d

and, under the hypothesis that the pressure fluctuations are not
large enough to account for a change in the bulk modulusK, we
can project Eqs.s16d and s17d over the Jacobi and Chebyshev
polynomials of orderi and j , respectively, so as to obtain the
equations of motion for the singlevi,j andpj components
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1

K
ṗj +

2

L
Aj ,kv0,k = 0

v̇0,j +
2

Lr
Aj ,ipi −

2n

R2B0,kvk,j = 0

v̇i,j −
2n

R2Bi,kvk,j = 0 i = 1, . . . . s18d

The matrix elementsAi,k involve the scalar product of the de-
rivatives of the Chebyshev polynomialTk with the polynomialTi
and they have a simple expression

Ai,k =
1

ei
E

−1

1
]Tk

]j
Ti

dj

Î1 − j2
=

p

ei5
0 k ø i

0 i − k even

k i − k odd
6 s19d

where

ei = 5p i = 0

p

2
i = 1.6

The matrix elementsBi,k have a more complicated expression

Bi,k = si + 1dE
0

1 F ]2Zk

]j2 +
1

j

]Zk

]j
GZij dj s20d

and they can be numerically computed.
In the derivation of Eq.s18d the norm of the Chebyshev and

Jacobi polynomials has been usedssee Appendixes A and Bd.
In Eq. s18d we can clearly recognize the underlying structure of

a one-dimensional model. If we had no viscosity, or if we would
assume a given velocity profile, only the components of the pres-
sure and of the mean velocity would be involved in the dynamics,
resulting in a fully one-dimensional model. With the viscosity, the
two dimensional nature of the velocity field affects the dynamics
of the mean velocity and of the pressure through the term

t j =
2n

R2B0,kvk,j s21d

which is thej component of the expansion of the wall shear stress
over the Chebyshev polynomials, and it depends on the full two-
dimensional velocity profile.

3 Boundary Conditions
As stated before, the velocity field must satisfy the two bound-

ary conditions, Eqs.s8d ands9d, which can be realized by impos-
ing a constraint on the coefficients of the expansion of the pres-
sure and of the velocity.

The velocity is zero at the pipe wall if the following equation
holds

vk,mstdZks1dTmsed = 0

which is equivalent to

o
k

vk,m = 0, s22d

sinceZks1d=1.
The velocity profile attains a maximum or a minimum at the

pipe center if

]Zk

]j
j=0vk,m = dkvk,m = 0 s23d

where the derivativedk of Zk at zero can be analytically computed
fsee Eq.sB3dg.

During the dynamics, the constraints Eqs.s22d ands23d can be
fulfilled by introducing two Lagrange multiplierslm and nm,
which correct the time derivativemk,m of the velocity components
from Eq. s18d

v̇k,m = mk,m + lm + dknm k = 1, . . . . s24d

The multiplierslm and nm can be easily found by inserting Eq.
s24d into the time derivative of the constraints Eqs.s22d ands23d.

It must be noted that the Lagrange multiplierslm anddk do not
correct the componentsv0,m of mean velocity. In fact, the mean
velocity and the pressure, which are really the only two indepen-
dent variables of the fluid motion, determine the energy of the
fluid in the pipe, whose energy is dissipated only through pipe
friction. Correcting the value of the mean velocity would result in
a dynamic with an artificial contribution to pipe energy, eventually
causing unpredictable dynamic instabilities. The idea here is to do
exactly what is done in the Laplace domain: Given a distribution
of the mean velocity through the coefficientv0,m, the shape of the
velocity profile is sought which fulfills the boundary conditions
but does not change the value ofv0,m.

Two additional boundary conditions must be imposed on the
solutions of Eqs.s13d ands14d. In practical applications the mean
velocity V and the pressureP are prescribed at the pipe ends by
the interaction with other hydraulic components of the system. A
pipe can be considered as a four-terminal network, where the
mean velocitiesVa, Vb, and the pressuresPa, Pb at the open ends
are inputs or outputs of the pipe model. Stenning and Shearerf4g
demonstrated that it is impossible through external means to pre-
scribe the value of the mean velocity and of the pressure indepen-
dently at the same end. Therefore, only two of the four variables
Va, Vb, Pa, Pb which are not at the same end can be independent
and can be considered as inputs to the model, the other two are the
outputs.

Thus, in practical applications a pipe model must be able to
deal with three kinds of boundary conditions.

• Pressure–Velocity boundary condition
In the pressure–velocity boundary condition, a pressure

P−std is prescribed at the left end of the pipe, and a mean
velocity V+std is imposed at the right end. SinceTms−1d=
s−1dm andTms1d=1, during the dynamics the pressure com-
ponents and the velocity components must satisfy the fol-
lowing constraint

Smv0,m = V+std

s− 1dmpm = P−1std. s25d

The time derivativemm and gm of the mean velocity and
pressure components from Eq.s18d can be corrected by two
Lagrange multipliersl andn

v̇0,m = mm + l

ṗm = gm + ns− 1dm s26d

which can be easily found by inserting Eq.s26d into the time
derivative of Eq.s25d.

• Pressure–Pressure boundary condition
In the pressure–pressure boundary condition the value of

the pressureP−std at the left and at the right endP+std are
prescribed, resulting in the following condition for the pres-
sure components

Smpm = P+std.

s− 1dmpm = P−std s27d

The time derivativegm of the pressure components from Eq.
s18d can be corrected by two Lagrange multipliersl andn
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ṗm = gm + l + ns− 1dm s28d
which can be easily found, once again, by inserting Eq.s28d
into the time derivative of Eq.s27d.

• Velocity–Velocity boundary condition
In the velocity–velocity boundary conditions the mean

velocity is prescribed at both ends, where it must be equal,
respectively, toV−std andV+std. The constraint on the veloc-
ity components in this case is identically realized as for the
case pressure–pressure boundary condition.

4 Validation of the Model

4.1 Comparison With the Zielke Model. In his original pa-
per Zielke presented a comparison of the numerical results from
his model with measurements of a water hammer in a pipe of
lengthL=36 m and diameterD=25.4 mm, connected upstream to
a reservoir kept at constant pressure, and downstream to a fast-
closing valvessee Fig. 1d. When the valve closes, the pressure is
measured at the downstream end and at the midpoint of the tube.
In order to enhance the dissipation effect due to the two-
dimensional nature of the damping, a fluid was chosen with a
viscosity of aboutn=39 cS, almost fourty times the viscosity of
water. The comparison of the numerical results from the Zielke
model is presented in the original articlef2g and it is very
accurate.

In order to test the pipe model presented in this article the water
hammer in the Zielke article has been simulated using a fourth-
order Runge–Kutta integrator, and an expansion of the Chebyshev
and Jacobi polynomials from Eq.s15d, respectively, up to the
orderm=0,1, . . . ,15 andk=0,1, . . . ,20.

When the valve is open, the velocity in the pipev̂0se ,j ,td is not
time and position dependent, and has the usual parabolic form

v̂0se,j,td = V0sZ0sjd − 4/5Z1sjd − 1/5Z2sjdd

resulting in a constant mean fluid velocityV0. The closing phase
of the valve has been modeled by decreasing the value of the
mean velocity at one pipe end to zero.

We present in Fig. 2 the downstream pressure fluctuationDP
around the mean value in units ofrV0c, wherec is the sound
velocity in the fluid. A comparison is made with numerical results
from the two-dimensional pipe model, represented by the solid
curve, with the original measurements reported in the Zielke ar-
ticle, illustrated by the dotted curve. The agreement between the
simulation and the measurements is satisfactory. In Fig. 3, the
velocity profile is represented in three dimensions over the pipe
length and the pipe cross section att=14c/L. The pressure reser-
voir is located at the beginning of the linesx=0 in Fig. 3d, and the
valve at the endsx=1d. The number of expansion of the Jacobi
polynomials has been set tok=0,1, . . . ,20, asthis value repro-
duces the transfer function very wellssee next sectiond.

4.2 Calculation of the Transfer Functions.One of the meth-
ods which can be used to theoretically verify the validity of a pipe
model is the calculation of a transfer function. The underlying
idea of the transfer function is quite simple. The boundary condi-

tions at the pipe ends are set to sinusoidal functions of frequency
v, and, since the system is linear, at equilibrium the pressure and
the velocity in the pipe oscillate around an equilibrium value with
the frequency of the external excitation. The amplitude of the
fluctuations is a function of the frequency itself, the so-called
transfer function, and it can be calculated analytically at any po-
sition in the pipe. The calculation is simplified if one considers
only the pipe ends, where the amplitudes of the oscillations of the
mean velocity and of the pressureVa and Pa at the beginning of
the line sx=0d, and at the endVb Pb sx=Ld, are linked by a
four-pole equationf1g

Vb = Va cosSsbL

c
D − Pa

1

bcr
sinSsbL

c
D

Pb = Vabrc sinSsbL

c
D + Pa cosSsbL

c
D

s= iv s29d

wherec=sK /rd1/2 is the speed of sound in the fluid andb is given
by

1

b2 =
2

iRss/nd1/2

J1fiRss/nd1/2g
J0fiRss/nd1/2g

− 1.

As pointed out, only three boundary conditions are of practical
importance, and therefore, we only consider three transfer func-
tions. All the calculations have been performed for the pipe and
fluid properties of the measurements of the Zielke experiment, and
the Chebyshev and Jacobi polynomials have been expanded to the
orderm=0,1, . . . ,15 andk=0,1, . . . ,20,respectively. The trans-
fer function has been calculated up to the frequency where dis-
crepancies with the analytical transfer function have been ob-
served.

Fig. 1 Setup of the water hammer experiment as in the article
of Zielke †2‡

Fig. 2 Pressure at the pipe downstream end. The Chebyshev
and Jacobi polynomials have been expanded, respectively, up
to the order m =0,1, . . . ,15 and k =0,1, . . . ,20.

Fig. 3 Velocity profile over the pipe length and pipe cross sec-
tion at t =14 c /L. The units in the figure are: 1/ L for the pipe
length, 1/ R for the pipe section, and 1/ V0 for the velocity.
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• Velocity–velocity transfer function
Here we consider a pipe with velocity–velocity boundary

conditions. The velocityVa at one pipe end is zero and the
other Vb oscillates with a frequencyv and with an ampli-
tude V0. We show in Figs. 4 and 5, the comparison of the
pressure oscillationsPa and Pb at the pipe ends with the
analytical transfer function.

• Pressure–velocity transfer function
The transfer function with pressure–velocity boundary

conditions has been calculated imposing a zero velocityVa
at one pipe end and a pressurePb at the other end oscillating
with a frequencyv and with an amplitudeP0. The compari-
son of the pressure oscillationsPa and of the velocityVb at
the pipe ends with the analytical transfer function is pre-
sented in Figs. 6 and 7. The dotted curve represents the
analytical transfer function, and the solid the computed
transfer function.

• Pressure–pressure transfer function
For the calculation of the transfer function with pressure–

pressure boundary conditions, the pressurePa at one pipe
end is kept constant and the otherPb oscillates with a fre-

quencyv and with an amplitudeP0. In Figs. 8 and 9 the
comparison of the velocity oscillationsVa andVb at the pipe
ends with the analytical transfer function is presented.

The number of Jacobi polynomials needed to correctly repro-
duce the pipe damping over the frequency range of interest de-
pends qualitatively on the dissipation numberDn

Dn =
nL

cR2 .

The formulation of a general rule giving the least number of
Jacobi polynomials needed to attain the right damping for a given
Dn deserves a numerical analysis which is outside the scope of
this article. In Fig. 10, an example illustrates the influence of the
number of Jacobi polynomials for the pressure–velocity transfer
function, in particular for the oscillation of the pressurePa at the
pipe end where there is no volume flow. The analysis is restricted
only to the first three eigenfrequencies. Fork=0,1, . . . ,10, the
damping of the first frequency is still close to the correct one, but
the higher frequencies undergo a higher damping than the analyti-
cal one. Whenk=0,1, . . . ,5, the damping of all eigenfrequencies

Fig. 4 Transfer function Pa for a pipe with velocity–velocity
boundary condition

Fig. 5 Transfer function Pb for a pipe with velocity–velocity
boundary condition

Fig. 6 Transfer function Pa for a pipe with pressure–velocity
boundary condition

Fig. 7 Transfer function Vb for a pipe with pressure–velocity
boundary condition

Fig. 8 Transfer function Va for a pipe with pressure–pressure
boundary condition

Fig. 9 Transfer function Vb for a pipe with pressure–pressure
boundary condition
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becomes too small. In this case, the number of Jacobi polynomials
is not enough to resolve the gradient of the velocity at the wall.

5 Conclusions
A model is presented which gives the two-dimensional velocity

profile in the time domain for an unstationary pipe flow. The
model has been tested on the experimental results of a water ham-
mer presented in the original Zielke article. The agreement of the
simulation with the experiment is satisfactory. For a proper choice
of the number of the Jacobi polynomials used in the expansion of
the pressure and of the velocity field, the simulated transfer func-
tions reproduce the analytical transfer functions over a wide range
of frequencies.

Appendix A: The Chebyshev Polynomials
The Chebyshev polynomialTn of ordern is defined in terms of

trigonometric functions

Tnsxd = cossn arccossxdd
and the Chebyshev polynomials form a complete orthogonal set of
functions in the intervalf−1,1g with respect to the weighting
function 1/s1−x2d1/2. The scalar product of the two polynomials
Tn andTm is defined as

kTm,Tnl =E
−1

1

TmsxdTnsxd
dx

Î1 − x2
= 5 0 mÞ n

p m= n = 0

p/2 m= n = 1,2,3. . .
6 .

sA1d

Appendix B: The Jacobi Polynomials

The Jacobi polynomialsPn
sa,bdsxd form a complete orthogonal

set of functions in the intervalf−1,1g with respect to the weight-
ing functions1−xdas1+xdb if a.−1 andb.−1 ssee Ref.f5g, p.
775d. The scalar product of the two polynomialsPm

sa,bdsxd and
Pn

sa,bdsxd is defined asssee Ref.f5g, p. 774d

kPm
sa,bd,Pn

sa,bdl =E
−1

1

Pm
sa,bdsxdPn

sa,bdsxds1 − xdas1 + xdb dx

= 5 0 mÞ n

2a+b+1

2n + a + b + 1

Gsn + a + 1dGsn + b + 1d
n!Gsn + a + b + 1d

m= n 6 .

sB1d
From the Jacobi polynomials it is possible to build the set of

polynomialsZnsxd

Znsxd = Pn
s0,1ds2x − 1d

which are orthogonal in the intervalf0, 1g with respect to the
weighting functionx. From Eq.sB1d the scalar product of two
polynomialsZm andZn is

kZm,Znl =E
0

1

ZmsxdZnsxdx dx= H 0 mÞ n

1/s2m+ 2d m= n.
J sB2d

The derivativedk of Znsxd in x=0 can be derived, after some
algebra, from the following equationsssee Ref.f5g, pp. 777, 774,
783d

Pn
s0,1ds− 1d = s− 1dnPn

s1,0ds1d

Pn
s1,0ds1d = n + 1

s2n + 1dṖn
s0,1ds− 1d = n2pn

s0,1ds− 1d + nsn + 1dPn−1
s0,1ds− 1d

and reads

dk = U ]Zk

]j
U

j=0
=

s− 1dk+1

4
ksk + 1dsk + 2d. sB3d

Appendix C: Calculation of Ai,k

The Chebyshev polynomialsTnsxd satisfy the two following
equationsssee Ref.f5g, p. 782d

s1 − x2dṪn = − nxTn + nTn−1

2TnTm = Tn+m + Tn−m n ù m

which are needed for the calculation ofAi,k.
The first equation can be written as

1
2sT0 − T2dṪn = − nT1Tn + nTn−1

and combining it with the second equation gives

sT0 − T2dṪn = nsTn−1 − Tn+1d n ù 1.

Multiplying by Tm, and performing some algebra, we end up
with the following expression

Tm+2Ṫn + Tm−2Ṫn − 2TmṪn = 2ns− Tn−1Tm + Tn+1Tmd

from which we obtain a recurrence relation for the elements ofA

Aq+4,n + Aq,n − 2Aq+2,n = −
2n

eq
skTn−1,Tq+2l − kTn+1,Tq+2ld

where

eq = 5p q = 0

p

2
q = 1.6

The elementsAm,n are zero ifmùn, since the derivative of the
polynomial of degreen cannot have any component on the poly-
nomials of higher order. Therefore, we readily know the following
elements

q = n − 1 An−1,n = np/en−1

q = n − 2 An−2,n = 0

q = n − 3 An−3,n = np/en−3

q = n − 4 An−4,n = 0

and since ifq,n−4

Aq+4,n + Aq,n − 2Aq+2,n = 0

it follows immediately that

Fig. 10 Transfer function Pa for a pipe with pressure–velocity
boundary condition for three different expansion orders of the
Jacobi polynomials
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Ai,k =
p

ei5
0 k ø i

0 i − k even

k i − k odd.
6
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Controlling Turbulence in a
Rearward-Facing Step Combustor
Using Countercurrent Shear
The present work describes the application of countercurrent shear flow control to the
nonreacting flow in a novel step combustor. The countercurrent shear control employs a
suction based approach, which induces counterflow through a gap at the sudden expan-
sion plane. Peak turbulent fluctuation levels, cross-stream averaged turbulent kinetic
energy, and cross-stream momentum diffusion increased with applied suction. The control
downstream of the step operates via two mechanisms: enhanced global recirculation and
near field control of the separated shear layer. The use of counterflow also enhances three
dimensionality, a feature that is expected to be beneficial under burning
conditions.fDOI: 10.1115/1.1899170g

1 Introduction
The objective of the present work was to study the control of

the isothermal turbulent flow within a rearward-facing step com-
bustor using countercurrent shear. The work was motivated by an
interest in exploiting the features of countercurrent shear in a
combustion device. The step geometry is relevant to dump com-
bustors found in rocket and missile propulsion systems and has
similar features to bluff-body stabilized flames found in jet engine
afterburners. The nonreacting study was done to examine the ef-
fects of counterflow on the turbulent velocity and length scales
without the added complexity of heat release. Although no com-
bustion is occurring in the present work, the results will be ana-
lyzed in the context of understanding how turbulent combustion
may benefit from the countercurrent shear flow environment. Pitz
and Dailyf1g and Gabruk and Roef2g showed that the presence of
heat release does impact the flowfield in the combustor, but the
qualitative features of the flow are similar in both reacting and
nonreacting scenarios. Present studiesf3g are ongoing for the step
combustor with counterflow control in the reacting flow situation,
and it appears that burning rates are augmented in a manner con-
sistent with expectations based on the cold flow measurements.
Additionally, the cold flow experiments are relevant to the funda-
mental understanding of flow control in a sudden expansion.

Why use counterflow in a turbulent combustor? Previous stud-
ies of counterflow applied to free jets and shear layers suggest that
dramatic effects can be realized with modest levels of counterflow
f4g. Counterflow has been shown to produce high turbulence lev-
els and large turbulent structures, features that can be exploited in
a turbulent combustor to generate highly convoluted flamesf5,6g.
Thus it is expected that the proper implementation of counterflow
in a turbulent combustor would create intense burning rates, fa-
cilitating the design of compact and lightweight systems. In addi-
tion to the increase in turbulent energy and length scales, counter-
flow has been shown to produce highly three-dimensional
structuresf7g, a feature that should also enhance combustion.

Counterflow control has been applied successfully for shear
layers f8g and free jetsf4,9g, two flows that are predominantly
unconfined. Flows which are confined will have different dynam-
ics, and may be more susceptible to global stagnation problems as
the reattaching flow contains a stagnation point. The stagnation

flow observed by Humphrey and Lif10g was not effective at
promoting turbulent mixing, possibly due to the lack of nominally
parallel flow. Hence it was expected that confinement may have a
detrimental effect on enhancing turbulence with counterflow con-
trol.

1.1 Rearward-Facing Step Flow.There has been a vast
amount of research done on the rearward-facing step. Studies have
often focused on static pressure distributions, turbulence charac-
teristics, and shear layer reattachmentf11–17g. Much of this work
was motivated by the drag characteristics of the separated bound-
ary layer. Other investigations were of dump combustors under
isothermal flow conditions to document the base flow.

The turbulence levels typically found in rearward-facing step
geometries are high when compared to the shear layer formed
between a jet and ambient fluid, commonly referred to as the
single-stream shear layer. Studies often find turbulence levels on
the order of 15–17% percent of the primary stream velocity for
the single-stream shear layerse.g., Mehtaf18gd. Peak turbulence
levels for the rearward-facing step/sudden expansion geometry
range from 15% to 25% of the velocity upstream of the expansion
plane, with dependence on the step geometry, boundary layer
state, and operating conditionsf11,19,20g. A thorough review of
the experimental findings of the rearward-facing step flows can be
found in Eaton and Johnstonf21g. Clearly this flow is complicated
in that there are a number of important parameters, both geometri-
cal and operational. Eaton and Johnston conclude that the region
near the dump plane behaves very similar to a free shear layer.

Pitz and Daily f1g addressed the difference between the
rearward-facing step flows and free shear layers. It was conjec-
tured that the increased spreading rate they observed for the sepa-
rated shear layer in the step geometry was due to the fact that
there was reverse flow generated in the separation region. Thus
the appropriate shear layer for comparison is not a single-stream
shear layer, but a counterflowing shear layer. In the present study,
suction will be used to augment the natural recirculation caused
by separation and reattachment in order to control the turbulence
produced downstream of the step.

1.2 Flow Control. Many different flow control strategies
have been applied to the rearward-facing step flow. A natural ex-
tension of using acoustic forcing, which has been found to be
successful in altering mixing in free jetsf22g, has been used in the
rearward-facing step geometryf23,24g. Other methods have been
employed using vibrating trailing edgesf25g and transversely os-
cillating airfoils located in the separated flow regionf26g. These
techniques tend to produce strong spanwise coherent structures
that enhance mixing and accelerate reattachment. The spanwise
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coherent structures may be detrimental in the combustion applica-
tion as they can strengthensor induced thermo-acoustic instabili-
ties which are driven by coherent structuresf27g. To alleviate
spanwise coherence, additional measures such as streamwise vor-
tex generators can be used to encourage the formation of flow
three dimensionalityf28g. In this regard, counterflow has potential
benefits over other approaches as it tends to be a broadband am-
plifier, thus increasing mixing without strong spanwise coherence
f4g.

1.3 Countercurrent Shear Control. Huerre and Monkewitz
f29g conducted a linear stability analysis of the hyperbolic tangent
velocity profile for a shear layer with arbitrary velocity ratio, and
found that a transition from convective to absolute instability oc-
curred when the reverse velocity had a magnitude larger than
approximately 13.5% of the forward velocity. In spatially devel-
oping flows this stability transition can lead to self-excitationf7g.
This result gives motivation for the study of countercurrent shear
layers that does not suffer from the stagnation flow observed by
Humphrey and Lif10g.

An experiment using a round jet with annular counterflow was
conducted by Strykowski and Wilcoxonf4g. The counterflow was
induced using a suction based system. Significant enhancement of
mixing was observed for the jet with counterflow, which was sup-
ported by the increased turbulence levels and reduced potential
core lengths. Strong levels of counterflow essentially set up a
global oscillation, which is expected to occur when a significant
spatial region of the flow becomes absolutely unstablef29g. Coun-
terflow was found to be a robust control technique, as its effect on
the flow was found to be independent of the state of the boundary
layer at the exit of the nozzle.

The effect of counterflow on the organization of the jet shear
layer structures has been addressed by Strykowski and Niccum
f7,30g. It has been found from flow visualization that the turbulent
structures are much more disorganized in the presence of counter-
flow. The presence of streamwise vorticity was also observed,
which plays an important role in the breakdown of organized
structures into three-dimensional turbulence.

The long term goal of the present research program is to inves-
tigate the benefits of using countercurrent shear for the control of
combustion. A rearward-facing step has been chosen as a promis-
ing combustor design, which has been modified to include coun-
terflow driven by a suction system. The rearward-facing step ge-
ometry has been the subject of previous studies on combustion
performance and stabilityf1,31g. This will be helpful in evaluating
the performance of counterflow compared to other control strate-
gies.

2 Facility and Experimental Methods
This section will describe the experimental facility and the

measurement techniques used to study the control of the rearward-
facing step flow. A description of the detailed flow configuration
as well as the important geometrical parameters for the counter-
current rearward-facing step will also be discussed. The compli-
cated features expected for the rearward-facing step including re-
verse flow and large local turbulence intensities has led to the use
of particle image velocimetry in the present study. The approach
used for generating counterflow is suction based, which has been
found to be more successfulf4,9g than counterflow, which is
driven by interacting momentum streamsf10,32g.

The conventional and countercurrent step geometries are shown
in Figs. 1sad and1sbd, respectively. For the conventional step flow,
there is a streamwise region downstream of the step having natu-
ral counterflow caused by separation and reattachment. The region
near the dump plane behaves similar to a single-stream shear
layer, since the recirculation zone is relatively stagnant in this
regionf21g. Farther downstream, towards the middle region of the
recirculation bubble, the reverse velocities approach a maximum,
and the velocity profile gradually approaches the no-slip condition
at the lower wall. The velocity profile is wall bounded in this
region, and flow behavior is expected to differ from a free shear
layer. The attachment streamline shows the global extent of the
recirculation bubble, but it is worth repeating that the upstream
region of this flow is expected to be similar to a free shear layer
f21g.

The suction driven countercurrent step design used a vacuum
source to lower the pressure in the suction cavity, causing flow to
pass from the test section into the cavity. One can expect that the
use of suction will cause a movement of the attachment point in
the upstream direction. Note that the attachment streamline for the
countercurrent step geometry originates in the primary stream
while it is anchored to the trailing edge for the conventional step.
The suction flow creates a “local” region near the dump plane that
is expected to behave like a countercurrent shear layer. Reverse
velocities are large in this region due to the proximity and narrow
height srelative to the step heightd of the suction gap. The wall
bounded region is again representative of a recirculation bubble,
although the strength of the reverse flow is expected to be larger
with suction.

With reference to the combustion application, the suction flow
represents an energy loss. The present work employs a relatively
large suction flow up to approximately 10% of the primary flow.
Preliminary burning experimentsf3g show that lower suction mass
flow ratess,6%d have a significant impact on the burning rates,

Fig. 1 Conventional and countercurrent rearward-facing step geometries
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on the order of a 100% increase with potential for further im-
provement upon optimization of the combustor geometry. Al-
though for the current approach the suction flow is a penalty to the
system, one could conceive of designs where the combustion
gases are recombined with the remaining combustor flow at some
downstream location.

The test section in the vicinity of the expansion plane is shown
in Fig. 2. There are a number of important length scales for the
countercurrent step geometry.L is the height of the channel up-
stream of the expansion plane, and was fixed at 20 mm.H is the
height of the step, which was also fixed for this study at 20 mm.
The suction gapG plays an important role, as the reverse velocity
in the vicinity of the dump plane will scale with this dimension for
a fixed suction mass flow. In a practical sense, it is desirable to
minimize the suction mass flow rate because it requires more
work input.

The spanwise dimensionZS of the rearward-facing step is an
important parameter, as shown by the work of Berbee and Ellzey
f19g. In the present study,ZS/H was equal to 8, a value represen-
tative of other rearward-facing step/dump combustors studied in
the literature. The streamwise length of the test section from the
step to the outlet was 20H. Studies on reward-facing step flows
f12,15,21g show that attachment lengths should be expected to be
approximately 6–8H for high Reynolds number operating condi-
tions, which is shorter than the streamwise length of the test sec-
tion, guaranteeing shear layer attachment within the test section
itself. In order to conduct particle image velocimetrysPIVd, opti-
cal access is required. The lower plate of the test section is inset
with a large silica window as were the sidewalls allowing for both
side and spanwise plane PIV measurements to be made.

The primary flow was driven by a Fugi model VFC804A-7W
10 hp ring compressor. A fraction of the total mass flow through
the pump was diverted to a throttled bleed-off line allowing for
control of the primary flow rate. The flow rate was metered
through the measurement of the pressure drop across a fine mesh
screen located upstream of the combustor.

To accommodate the PIV measurements, tracer particles were
added to the flow. Compressed air was passed through a Laskin
nozzle filled with olive oil, producing droplets predominantly in
the submicron rangef33g. The air seeded with olive oil droplets
exited the Laskin nozzle and was mixed with the primary flow.

The droplet laden air was piped to the facility, consisting of a
diffuser, flow conditioning section, nozzle, and rearward-facing
step test section. The diffuser converts the cross section from a
circular shape to the rectangular shape with dimensions of 160
3120 mm. The flow conditioning consists of a perforated plate,
followed by a short section of honeycomb, and two fine mesh
screens. The nozzle is constructed from sectors of a large radius
pipe, and has an area ratio of 6:1. Pitot probe surveys showed that
this setup produced a uniform top-hat velocity distribution across
the area of the nozzle exitssee Forlitif34g for additional detailsd.
The exit of the test section is connected to a large diameter pipe
which exhausts to the outside environment.

The counterflow was induced using a suction based system
implementing an air ejector. The ejector system was connected to
the facility using seven hoses fastened to the suction cavity
through evenly spaced spanwise ports. The suction hoses were
manifolded together, and the flow passed through a Venturi meter
to measure the suction mass flow rate. The suction flow eventually
entered the ejector where it was mixed with the compressed air
being used as the ejector primary flow. The combined flow was
then ducted to the atmosphere.

The laser and camera were controlled by a TSI Model 610032
synchronizer, with input from a personal computer through TSI
Insight software version 2.0. The laser is a Continuum Surelite
II-10, which is capable of laser pulses of 200 mJ with a pulse
duration of approximately 9 ns. The laser power and time separa-
tion between the two laser pulses was software controlled. A TSI
Model 630046 charge coupled device camera allows for cross-
correlation mode PIV, which is advantageous over autocorrelation
mode in that there is no directional ambiguity and the signal-to-
noise ratios are larger. An earlier study by Forliti, Strykowski, and
Debatinf35g suggests that for this system, the Gaussian curve-fit
algorithm is the most accurate approach for determining the dis-
placement measurements to good subpixel accuracy. The interro-
gation region in the digital image domain was 32332 pixels, and
the image was spatially sampled with 50% overlapping interroga-
tion regions.

The PIV diagnostic was used for the present work to study the
flow in a two-dimensional plane in both the side and spanwise
planes. The laser was positioned below the rearward-facing step
assembly, with the laser beam aligned parallel to the test section
streamwise axis. Light sheet forming optics mount onto an optical
support downstream of the laser output aperture. The light sheet
optics consisted of a cylindrical and spherical lens of focal lengths
−50 and 1000 mm, respectively.

For the side view PIV experiments, the light sheet was posi-
tioned along the midspan plane of the test section. Because of the
highly inhomogeneous nature of the step flow, a large spatial do-
main must be studied with PIV in order to examine how the suc-
tion based counterflow impacts the global flowfield. The study of
the global flowfield was done using three different streamwise
camera locations that were patched together. The camera was
mounted on a rail, allowing for movement of the camera along an
axis parallel to the facility streamwise axis.

Spanwise PIV measurements were also taken to explore the
effects of counterflow on the turbulence in the spanwise plane. For
these measurements, the test section assembly was rotated 90 deg

Fig. 3 The effect of sample size on the convergence of first
and second order velocity statistics

Fig. 2 Countercurrent rearward-facing step geometry
parameters
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about the streamwise axis, such that the light sheet was coincident
with the spanwise plane containing the splitter plate trailing edge.

Mean and turbulent flow statistics were computed from en-
sembles of PIV realizations. Figure 3 presents the convergence
trend for displacements measured with PIV for a point in the
highly turbulent region of the recirculation bubble. Both the mean
and standard deviation of the streamwise displacement converge
for a sample set size of approximately 500 measurements. Error
bars presented in Fig. 3 represent the precision error of the mea-
surement. Instantaneous velocity measurements have bias errors
on the order of 2% of the inlet velocity. The bias error estimates
include peak locking and window bias errors as described in For-
liti et al. f35g. A minimum of 500 velocity fields were used to
compute the statistics, resulting in precision errors in the mean
and fluctuating velocities of nominally 2% of the inlet velocity
ssee Forlitif34g for a complete uncertainty analysisd.

3 Results and Discussion
The specific objectives of the experiments were to obtain per-

formance measures of the controlled rearward-facing step flow,
determine the important control parameters, and explore sensitiv-
ity of the flow control to minor changes in geometry. The study
was divided into a series of data sets, each one having unique
motivations. The first series of tests were conducted to establish
the effects of applying suction on the rearward-facing step flow-
field for a fixed geometry. A subsequent study was undertaken to
explore the effects of suction gap heightG/H. Spanwise measure-
ments were also taken to establish the effect of suction on the
turbulence intensities in the spanwise plane.

The initial conditions at the expansion plane play an important
role in the flow development downstream of the step. In general,
the initial conditions are characterized by cross-stream profiles of

the meanŪ and rms fluctuatingÎu82=urms8 velocities. For the
present work, the internal surfaces of the plenum and test section
are rough and the boundary layers are expected to be turbulent.

The cross-stream profiles of the mean velocityŪ and velocity
fluctuationurms8 slightly upstream of the splitter plate trailing edge

are shown in Fig. 4. The characteristic velocityŪ0 is the maxi-
mum value in the mean velocity profile. The mean velocity has a
top-hat shape with thin boundary layers. The rms of the velocity
fluctuation near the channel walls suggests the boundary layers
are turbulent or experiencing transition. The velocity in the center
core of the flow is approximately 12.5 m/s, which was held con-
stant for all experiments. The fluctuation level within the potential

core was less than 1% of the potential core mean velocity. Al-
though the global features of the rearward-facing step flow are
strongly affected by the initial conditions, the counterflow control
in free jets has been shown to produce results that are nominally
independent of initial conditionsf4g.

3.1 Effects of Suction.The basic effects of suction driven
counterflow on the flowfield were studied using a fixed test sec-
tion geometry with a suction gapG/H equal to 0.25. The Rey-
nolds number ReH was 13 600. The base line study at zero suction
mass flow was achieved by removing the suction hoses from the
facility and sealing the taps.

Figure 5 shows instantaneous velocity-vector fields for the zero
and maximum suction mass flows10.7%d cases. Figures 5sad and
5sbd show instantaneous flowfields over the entire measurement
domain for these two cases. The data are actually divided into
three overlapping streamwise segments that were taken at differ-
ent times, but are presented together to give a qualitative view of
the effect of suction. The case without suction shown in Fig. 5sad
illustrates that the high velocity stream persists for a large stream-
wise distance. The flow is seen to be diffusing although a lower
velocity region near the lower wall is maintained over the entire
measurement domain. The case with high suction in Fig. 5sbd
shows enhanced mixing between the high-speed stream and the
recirculation region. The primary flow interacts with the lower
wall much earlier and the flow in the downstream region is be-
coming increasingly homogeneous in the cross-stream direction.

Figures 5scd and 5sdd show high-resolution measurements of
the velocity field in the vicinity of the sudden expansion for the
zero and high-suction mass flow levels. The zero suction case
shows the presence of nominally stagnant flow in the recirculation
region. Although some turbulent structure is present, the velocity
difference available for turbulent energy production is limited in
this region. In contrast, the case with high suction shown in Fig.
5sdd shows a relatively strong reverse flow and increased presence
of vortex structures. The presence of a larger domain containing
velocity gradients will enhance flame wrinkling processes during
reacting flow operation.

Ensemble measurements using PIV allow for the exploration of
the effect of suction on the mean and turbulent characteristics.
Figures 6sad–6scd show the streamlines for the mean velocity
fields for three different suction mass flow levels. These stream-
lines were calculated using the streamline function of the Tecplot®

software package, thus are not stream function contours. The
streamlines are calculated through trajectories which are parallel

Fig. 4 Test section initial conditions upstream of expansion
plane

Fig. 5 Global and high-resolution instantaneous velocity-
vector fields for „a…, „c… the base line case and „b…, „d… the 10.7%
suction mass flow case
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Fig. 6 Streamlines for the mean velocity fields for the countercurrent step flow at various
suction mass flow levels

Fig. 7 Mean streamwise velocity profiles for a variety of suction mass flows at „a… x /H=0.1, „b…
x /H=1.0, „c… x /H=2.0, and „d… x /H=8.0
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to the local velocity vectors. Because the data have nonzero error,
recirculation regions do not have closing streamlines, but slightly
spiral inwards or outwards. Nonetheless, the streamlines are use-
ful in understanding the basic features of the mean flowfield.

Figure 6sad shows the streamlines for the base line casesno
suctiond. As can be seen, there is a large recirculation bubble
which is present over most of the streamwise domain of study.
The stagnation streamline begins at the trailing edge and impacts
the wall at approximatelyx/H of 7.2, in general agreement with
Adams and Johnstonf12g; the stagnation streamline is the stream-
line that separates the primary flow and recirculation region.
There is a secondary recirculation region near the trailing edge
which also has been observed by other researchers in rearward-
facing step flowsf36g. Downstream of the reattachment point, the
primary flow streamlines are nearly parallel across the entire cross
section as the flow begins to approach a turbulent channel flow.

The most noticeable change in the streamline patterns with in-
creasing suction level is the reduction in the streamwise extent of
the recirculation bubble. This trend is indeed predictable and has
been shown to occur with other control strategies in rearward-
facing step geometriesf24–26g. Because of the confined nature of
the present flow, the suction mass flow will originate in the pri-
mary stream. This is different than the free jet configuration stud-
ied by Strykowski and Wilcoxonf4g where the suction flow origi-
nated from ambient air. This is an important difference, since the
confined case by definition must have an internal stagnation re-
gion, having features similar to the global saddle-point flow ob-
served by Humphrey and Lif10g.

Cross-stream profiles of the mean streamwise velocity for vari-
ous levels of suction are shown in Figs. 7sad–7sdd for four differ-
ent streamwise locations. The profiles atx/H=0.1 shown in Fig.
7sad illustrate the effect of suction near the dump plane. The case
without suction shows a nominally stagnant fluid below the high-
speed primary stream. The application of suction shows an in-
crease in reverse flow over a narrow thickness that represents flow
accelerating towards the suction gap. The suction causes an in-
crease in the velocity difference available for production of turbu-
lence. The location of the suction gap high on the expansion plane
near the trailing edge is important in creating a local countercur-
rent shear layer.

The velocity profiles shown in Figs. 7sbd and 7scd show that
suction increases the reverse velocity magnitude in the upstream
portion of the recirculation bubble. At these locations the peak
reverse velocity is located near the wall. The effect of control at
this location is more representative of enhanced recirculation; suc-

tion tends to increase the strength of the naturally occurring recir-
culation bubble. The relative roles of the countercurrent shear
layer and the enhanced recirculation were explored through suc-
tion gap changes and will be addressed later.

The final cross-stream profiles shown in Fig. 7sdd indicate the
influence of suction on the flow downstream of the attachment
location. The case with zero suction shows a strong nonuniformity
in the velocity profile suggesting momentum mixing is incom-
plete. The velocity becomes increasingly uniform as suction is
increased, an indication of enhanced mixing in the upstream re-
gion. For engineering applications, uniformity in velocity and
temperature distributions across the exit of the combustor directly
impact performance and efficiency.

From the standpoint of stability theory of shear layers, separa-
tion bubbles, or any nominally parallel flow, the velocity ratio

Ū2/ Ū1 is an important parameter. For eachx/H location, the ve-

locity ratio can be calculated whereŪ1 andŪ2 are the local maxi-
mum and minimum streamwise velocity values along they/H
axis. For the present flows, the velocity ratio is a strong function
of the streamwise coordinatex/H; the streamwise velocity ratio
distributions for various suction levels are shown on Fig. 8. An
error propagation calculation suggests the velocity ratios are ac-
curate to ±0.03f34g. The base line case has a velocity ratio of zero
near the trailing edge, then increases with downstream distance,
reaches a peak magnitude of 0.22 atx/H,3.6, then decreases
with downstream distance, until attachment.

As previously described, the application of suction alters the
size and strength of the recirculation region. As seen in Fig. 8, the
peak velocity ratio for the recirculation bubblesx/H.0.5d in-
creases with suction and moves upstream. The peak bubble re-
verse velocity nearly doubles for the highest suction level. Be-
cause the bubble location is far downstream compared to the size
of the sink sourcesi.e., the suction gap heightGd, it is expected
that the recirculation strength is predominantly determined by the
suction mass flow rate. In other words, it is expected that modest
changes in the suction gap will have a minimal impact on the
recirculation region structure for a fixed suction mass flow rate.
This is not the case for the unconfined suction configurations that
do not contain a recirculation bubblesi.e., attachmentd, that are
governed predominantly by the velocity ratiof4,37g.

The initial region of the domain ranging fromx/H of 0–0.5
shows that the use of suction increases the velocity ratio consid-
erably in this range; this is the region that behaves similar to a free
shear layer. This is an important region of the flow, because the
mean velocity gradients are large and the potential for turbulent
energy production is greater than for regions further downstream.
If the shear layer dynamics near the trailing edge play a role in the
overall flow development, it is expected that the control in this
region is sensitive to velocity ratio and not suction mass flow rate.
Again, this reinforces the concept that the suction flow causes
changes in the flow through two mechanisms: enhanced recircu-
lation that is predominantly a function of mass flow ratioṁ2/ṁ1,
and local shear layer control near the trailing edge dominated by

velocity ratio s−Ū2/ Ū1d effects near the trailing edge. These two
regions of influence are shown in Fig. 8. Because the shear layer
and recirculation zones are expected to have different dependen-
cies, choices in suction gapG and suction mass flow rateṁ2/ṁ1
allow for separate control of these two mechanisms.

The analysis of the mean flow was insightful in understanding
how suction impacts the flowfield. In order to evaluate the perfor-
mance of countercurrent shear flow control in a rearward-facing
step flow in the context of a combustion device, turbulence quan-
tities must be used because they directly impact combustor per-
formancef6g. Cross-stream profiles of streamwise turbulent fluc-

tuations urms8 / Ū0 are presented in Fig. 9 for a variety of
streamwise locations. It is observed that the peak turbulence level
increases at the three upstream locations. The farthest downstream
profiles show similar levels in the recirculation region; the de-

Fig. 8 Streamwise velocity ratio distributions for the counter-
current step flow at various suction mass flow levels
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layed production of turbulence for the base line case has nearly
caught up to the maximum suction case that has already reached
peak levels and has begun to decay. Not only are the peak turbu-
lence levels increased with suction but higher turbulence levels
are distributed over a larger cross-stream distance, a feature that
will be beneficial for combustion since higher turbulence levels
distributed over a larger volume will have enhanced flame wrin-
kling potentialf6g.

Because of the importance of the spatial distribution of ener-
getic turbulence which exists across the test section, in the context
of combustion control, the cross-stream averaged turbulent kinetic
energy has been calculated, normalized by the cross-stream aver-
aged mean kinetic energy into the test section

1

AŪ0
2
E

A

u82 + v82dA>
1

Ū0
2

o
y/H=−1

1

su82 + v82d

ny/H
s1d

whereA is the cross sectional area andny/H is equal to the number
of measurement nodes in the vertical direction across the entire
cross section. This mean turbulent energy is a function ofx/H,
and is presented in Fig. 10. As the suction mass flow is increased,
the maximum cross-stream averaged turbulent energy increases
monotonically. The suction generates high levels of turbulent en-
ergy in a shorter streamwise distance from the dump plane. The
peak turbulent energy for the high suction case is approximately
70% higher than the peak for the base line case. The peak also
moves upstream with increasing suction, a trend that was also

seen in the velocity ratio distributions of Fig. 8. It is interesting to
note that the peak turbulent energy is generally one or two step
heightsH downstream of the peak velocity ratio in the recircula-
tion zone at all suction mass flow levels. This is evidence that the
recirculation zone plays an important role in generating
turbulence.

The turbulent energy near the downstream end of the measure-
ment domain is approximately the same for all suction levels. This
suggests that the cases with suction undergo higher levels of dis-
sipation of turbulent kinetic energy into thermal energy, which is
expected since the fluctuation levels are very high in the upstream
region. For all cases, the downstream flow is approaching the
turbulent channel flow, with the suction cases being further devel-
oped as seen from the uniform mean velocity profiles in the down-
stream regionfsee Fig. 7sddg.

In order to explore the mechanism behind the flow control
achieved with suction, length scale measurements were made as a
function of streamwise coordinate. The integral length scale is a
measure of the large scales present in the flow. Often the integral
length scale is calculated through an integration of the spatial
correlation function along the streamwise coordinate. For the
present work, the interest is focused on the cross-stream dimen-
sion of the turbulent structures, therefore a vertical integration was
used to quantify the integral length scale. For eachx/H location,
the integral scale was calculated using the numerical approxima-
tion to the integration

Fig. 9 Rms streamwise velocity fluctuation profiles for a variety of suction mass flows at „a… x /H
=1.0, „b… x /H=2.0, „c… x /H=3.0, and „d… x /H=5.0
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,0sx0d =E
y=−H

y=+H

R11sx0,y0 + y;x0,y0ddy s2d

with the vertical reference pointy0/H coincident with the point of
maximum turbulence level for eachx/H location; R11sx,y ,x0,y0d
is the spatial correlation function using the streamwise velocity
fluctuations.

The integral length scale distributions for the base line and the
maximum suction cases are shown in Fig. 11. Error propagation
shows the uncertainty in the integral length scale calculations is
±0.04 H f34g. As can be seen, the rate of growth of large struc-
tures in the upstream region is much larger for the high suction
case. Farther downstream, the growth of the structures is impeded
by the walls, as the growing shear layer begins to interact and
attach to the lower wall. The lines shown on the figure are a linear
fit to the data located in the upstream near field region, which has
a nearly linear growth trend. The near field growth rate of struc-
tures is approximately 70% greater for the high suction case, and
persists approximately halfway to the reattachment point. Thus the
downstream half of the recirculation bubble is a region where
confinement effects begin to impact the growth of turbulent struc-
tures. Even in the wall affected region, where the rate of growth of
the structures is nominally the same for the two cases, the high
counterflow case maintains larger structure over the entire mea-
surement domain.

The ability to generate larger length scales in conjunction with
higher turbulence levels is relevant to combustion. Larger scales
will enhance flame wrinkling processes resulting in increased
volumetric heat release rates. The seminal work of Abdel-Gayed,
Bradley, and Lawesf6g indicates the interaction between turbulent
burning velocities, turbulence levelsu8 /SL, whereSL is the lami-
nar flame speedd, and turbulent Reynolds number. In the absence
of quenching, it is clear that an increase in the integral scale and
turbulence level will result in an increase in turbulent burning
velocities. Near the quenching boundary, increases in turbulence
level may lead to local or global quenching that can actually re-
duce the burning rates or lead to blowout. Increasing the length
scale is beneficial in both minimizing quenching and increasing
turbulent burning velocitiesf6,38g.

The quenching observed for highly turbulent burning condi-
tions is attributed to strain rate effects on the internal flame struc-

ture f5g. Although the strain rate effects are often attributed to the
smallest turbulent scales, recent evidence suggests that the scales
most relevant for quenching have a length scale on the order of
the flame thicknessf39g. The present studysunder nonreacting
conditionsd was able to resolve scales of this size with PIV, and it
was found that the strain rates were nominally constant with or
without counterflow controlf34g. Hence the turbulence levels and
length scales increase in a manner such that the strain rates of the
important scales are nominally constant. This should allow for
increasing the turbulent flame wrinkling without the detrimental
effect of high strain rates.

3.2 Effects of Suction Gap Height.The geometry of the suc-
tion gap will play a role in the dynamics of the controlled
rearward-facing step flow. As described earlier, the use of suction
tends to have two effects: enhanced shear layer growth near the
trailing edge caused by local intense counterflow, and global en-
hancement of the naturally occurring recirculation region. It is
expected that for small changes in the suction gap, the recircula-

Fig. 11 Cross-stream integral length scales for the 0% and
10.7% suction mass flow cases

Fig. 10 Cross-stream averaged turbulent energy distributions for the countercurrent step flow
at various suction mass flow levels
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tion should be generally controlled by the suction mass flow, since
it is responding to a sink located sufficiently far upstream. Thus
we would predict that the recirculation region will depend very
weakly on the suction gapG. If these two mechanisms are in fact
governed as hypothesized, then the selection of the gap heightG
and the suction mass flow should allow for some control of the
relative roles of the near field separated countercurrent shear layer
and the global recirculation region.

A series of tests was conducted to study the effect of the veloc-
ity ratio near the trailing edge on the global flowfield. The results
of two new gap heights will be presented,G/H of 0.15 and 0.35,
with the previously presented tests having aG/H of 0.25. Only
the upstream camera locations0,x/H,3.3d was used for this
study, as the focus was on the effects of suction over a range
including the trailing edge and upstream portion of the recircula-
tion bubble.

In order to study the effect of the various gap heights on the
mean and turbulent field, the velocity ratio and cross-stream av-
eraged turbulent energy is plotted as a function of the streamwise
coordinatex/H, as was done previously for the base line gap.
Figure 12 shows the streamwise velocity ratio distribution for all
three gaps for a 9.3% suction mass flow. The main effect of
changing the suction gap is a change in the velocity ratio near the
trailing edge, as can be seen in the figure forx/H,0.2. The
recirculation bubble appears to move slightly upstream with de-

creasing suction gap. It is expected that the shear layer growth rate
near the trailing edge will be larger for the smaller gaps, because

the velocity ratios−Ū2/ Ū1d is higher. The increased near field
growth rate will result in a thickened shear layer in the down-
stream region, even though the growth rate in the downstream
region may be nominally the same for all gaps. The slightly thick-
ened shear layer will have a tendency to attach to the wall earlier,
which is likely to be responsible for the slight upstream movement
of the recirculation zone. The velocity difference across the
bubble can be seen to be independent of the suction gap heightG.

The cross-stream averaged turbulent kinetic energy is shown
for the three gaps for a 9.3% suction mass flow in Fig. 13. There
appears to be an increase in the turbulent energy with decreasing
gap dimension. Thus at this suction mass flow rate, there is a
benefit for using a small gap, which appears to be caused by the
sensitivity of the near field separated shear layer to changes in the
local velocity ratio. It is seen that the turbulence levels in the
downstream region shown in Fig. 13si.e., for x/Hù3d are com-
parable to one another, where the global recirculation is likely to
govern the flow development. Although there is an increase in
turbulence level in the upstream region with the smaller gap, the
gain is moderate near in the downstream region, hence it is sug-
gested that the primary mechanism for turbulent energy produc-
tion in this region is the enhanced recirculation.

3.3 Spanwise PIV Measurements.The importance of span-
wise coherence, as well as understanding how counterflow affects

Fig. 14 Spanwise averaged „a… streamwise and „b… spanwise velocity fluctuation levels for 0%,
6.5% and 9.3% suction mass flows

Fig. 12 Streamwise velocity ratio distributions for gap heights
G/H of 0.15, 0.25, and 0.35 for 9.3% suction mass flow

Fig. 13 Cross-stream averaged turbulent kinetic energy distri-
butions for gap heights G/H of 0.15, 0.25, and 0.35 for 9.3%
suction mass flow
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the development of three-dimensional turbulence, gives motiva-
tion for using PIV in the spanwise plane. For these experiments,
the test section was rotated 90 deg, and positioned such that the
light sheet was parallel and coincident with the trailing edge
plane. The image capture region was just downstream of the trail-
ing edge, and centered on the midspan with a spanwise rangeZ/H
of −0.75–0.75.

Turbulent initial conditions probably play an important role in
the observed lack of coherence in the structures downstream of
the step. The mere presence of the suction gap may also play a
role in effecting the spanwise coherence, since there is the allow-
ance for unsteady flow to enter and exit the suction cavity. Al-
though there was no strong spanwise coherence found under the
isothermal flow conditions studied here, the turbulent statistics in
the spanwise plane give insight into the three dimensionality of
the turbulence.

The spanwise uniformity of the turbulent statistics allows for
averaging along the spanwise length to get smooth profiles of
normalized streamwise and spanwise rms velocity fluctuations,
which are shown in Fig. 14. The shapes of the turbulence profiles
suggest that counterflow essentially moves the development of the
turbulence upstream towards the trailing edge. The overall levels
achieved downstream also increase with increasing suction. This
is in agreement with results presented earlier indicating that the
effect of suction is essentially an acceleration of the flow devel-
opment in the upstream direction, as well as an increase in the
production of turbulent energy. The spanwise velocity fluctuations
are important, because they represent the ability for the counter-
flow to manipulate the spanwise coherent structure, which will
exist under low frequency forcing, such as thermo-acoustic insta-
bility in reacting flow applications.

4 Conclusions
The implementation of countercurrent shear control to the

rearward-facing step flow was used to understand the role of
counterflow control in a confined separated flow. The effect of
counterflow is dramatic on both the mean and turbulent flow sta-
tistics. The peak turbulence levels increase with suction, but more
importantly, the high turbulence levels are distributed over a much
larger volume within the test section.

The experiments indicate that the use of suction based counter-
flow has essentially two separate mechanisms for achieving shear
flow control. s1d Counterflow has an effect of augmenting the
natural reverse flow, caused by the sudden expansion of the step.
Augmentation of the recirculation was indicated by both an in-
crease in the strength of the reverse flow, as well as a movement
of the strong recirculation zone upstream, where the mean veloc-
ity gradients are higher and turbulent production is enhancedf34g.
This modified recirculation is predominantly a function of the
suction mass flow rate.s2d The second mechanism employed us-
ing the counterflow is the modification of the shear layer near the
expansion plane. The suction causes the development of a coun-
tercurrent shear layer near the separation point. The increased
shear near the trailing edge causes an increase in the turbulence
production. Various configurations that were explored showed that
both the modified recirculation and the near field shear layer play
important roles in the mechanics of the flowfield downstream of
the step, although enhanced recirculation appears to be the domi-
nant mechanism that generates the overall peak turbulence levels
and large length scales.

The measurements in the spanwise plane showed that stronger
three-dimensional turbulence is generated with counterflow, caus-
ing the disruption of the spanwise coherence that plays a role in
the thermo-acoustic instability mechanism during reacting flow. It
is unclear whether the enhanced three dimensionality is caused by
a feedback loop through the convection of turbulence upstream by
the suction mass flow, or the enhanced instability of the velocity
profile which contains counterflow. While no effort was made in
the present study to identify the presence of global flow instabili-

ties, no noticeable stability transitions were observed over the
range of conditions examined. The fact that high levels of coun-
terflow are observed in the base line step geometry suggests that
the flow may already be experiencing globally unstable behavior.
This is a vital question which will require additional study.

The ability for the countercurrent shear flow control to work so
universally in a confined geometry is surprising, since other stud-
ies f10g have shown that it is difficult to establish confined coun-
tercurrent shear layers that are not dominated by a global stagna-
tion flow.
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Boundary-Layer Transition
Affected by Surface Roughness
and Free-Stream Turbulence
This paper presents experimental results documenting the effects of surface roughness
and free-stream turbulence on boundary-layer transition. The experiments were con-
ducted on a flat surface, upon which a pressure distribution similar to those prevailing on
the suction side of low-pressure turbine blades was imposed. The test matrix consists of
five variations in the roughness conditions, at each of three free-stream turbulence inten-
sities (approximately 0.5%, 2.5%, and 4.5%), and two flow Reynolds numbers of 350,000
and 470,000. The ranges of these parameters considered in the study, which are typical of
low-pressure turbines, resulted in both attached-flow and separation-bubble transition.
The focus of the paper is on separation-bubble transition, but the few attached-flow test
cases that occurred under high roughness and free-stream turbulence conditions are also
presented for completeness of the test matrix. Based on the experimental results, the
effects of surface roughness on the location of transition onset and the rate of transition
are quantified, and the sensitivity of these effects to free-stream turbulence is established.
The Tollmien–Schlichting instability mechanism is shown to be responsible for transition
in each of the test cases presented. The root-mean-square height of the surface roughness
elements, their planform size and spacing, and the skewness (bias towards depression or
protrusion roughness) of the roughness distribution are shown to be relevant to quanti-
fying the effects of roughness on the transition process. �DOI: 10.1115/1.1906266�

Introduction
Surface imperfections that gradually develop on the blades of

gas-turbine engines can result in substantial reductions in stage
aerodynamic efficiency, and in thermal damage to the blades due
to changes in the surface heat transfer rates. On turbine blades, the
source of surface imperfections is typically hydrocarbon deposits
and/or pitting and spalling damage caused by the impact of small
particles. Bons et al. �1� compiled extensive measurements of
roughness statistics for a wide range of in-service gas-turbine
blades.

One important mechanism by which surface roughness affects
the aerodynamic characteristics and thermal loads of turbine
blades is through alteration of the boundary-layer transition pro-
cess. In gas turbines, the prediction of transition is further com-
plicated by the nonuniform distribution of surface roughness on
the blade surfaces, as documented by Bons et al. �1� and Taylor
�2�. These studies have noted significant variations in surface
roughness in both the streamwise and spanwise directions, with
the largest roughness heights typically occurring near the leading
edges of blades. It is well known that the natural transition pro-
cess, for which the growth of Tollmien–Schlichting �TS� waves is
a precursor, is bypassed in the presence of sufficiently large levels
of surface roughness. In such instances, transition inception typi-
cally occurs shortly downstream of the beginning of the rough
surface, and the rate of transition tends to be notably higher than
that encountered in natural transition �e.g., Kerho and Bragg �3�,
Gibbings et al. �4–6��. According to the database compiled by
Bons et al. �1�, in the midspan/midchord region of the suction side
of in-service low-pressure turbine blades, the root-mean-square
�rms� roughness height varies between approximately 2 and
9 �m. For the range of flow Reynolds numbers and streamwise
pressure gradients typical of these blades, this level of surface

roughness tends to be insufficient to cause bypass transition. It is,
however, expected that the disturbances created by the roughness
elements would tend to accelerate the natural transition process.
This may occur through earlier transition inception, a higher rate
of transition, or possibly a combination of both.

Many published studies have examined the effects of isolated
surface disturbances on the transition process �e.g., Würz et al.
�7�, Kachanov �8�, and Lang et al. �9��. These studies have docu-
mented increased receptivity of the boundary layer to disturbances
in the presence of surface roughness, and increased amplification
rates of TS waves. These trends were noted to be applicable to
attached- �7,8� as well as separated-flow transition �9�. However,
these studies do not reproduce the conditions of nonuniform
streamwise pressure gradients, elevated free-stream turbulence
and periodic unsteadiness that are typical in turbomachinery blade
passages. Thus, while such studies offer considerable insight into
the flow physics of boundary-layer transition over rough surfaces,
they are not of direct use to designers of turbomachinery. Several
studies �e.g., Kerho and Bragg �3�, Cummings and Bragg �10��
have examined the effects of large scale leading-edge roughness
on boundary-layer transition over aircraft airfoils. However, the
intent of such studies was to simulate the effects of leading-edge
icing on aircraft wings, and the tested roughness patterns make
them less applicable to turbomachinery applications.

Based on the measured roughness distributions documented in
the studies of Bons et al. �1� and Taylor �2�, Pinson and Wang �11�
examined the effects of streamwise variation in roughness condi-
tions in order to better simulate the roughness patterns typical of
gas-turbine blades. They concluded that the abrupt change in
roughness height between the leading edge and the remainder of
the surface is more influential on attached-flow transition than the
downstream roughness level. The combined influence of surface
roughness and free-stream turbulence has been studied recently by
Wang and Rice �12�. This study demonstrated that the process of
attached-flow boundary-layer transition remains sensitive to sur-
face roughness at elevated levels of free-stream turbulence.

The effects of streamwise pressure gradient, free-stream turbu-
lence, periodic-unsteady free-stream velocity, and the interactions
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between these parameters as they affect transition on turboma-
chinery blades are reasonably well understood, as is evident by
the large number of studies dedicated to this subject �e.g.,
�13–24��. Such studies have formed the basis for models that pre-
dict transition in attached flows �Abu-Ghannam and Shaw �16�,
Johnson �17,25�, Narasimha �26�, Solomon et al. �27��, and in
separation bubbles �e.g., Yaras �22�, Hatman and Wang �28�, Hor-
ton �29��. However, to the authors’ knowledge, no models are yet
available in the open literature that account for the effects of sur-
face roughness on boundary-layer transition. The current study
has been undertaken to supplement the limited data available on
attached-flow transition affected by surface roughness, and to es-
tablish the effect of surface roughness on separated-flow transi-
tion. The study covers a range of distributed roughness and free-
stream turbulence levels. These parameters and the streamwise
pressure distribution have been chosen to be typical of those
present on low-pressure turbine blades of in-service gas-turbine
engines.

Experimental Setup
The experiments are performed in a closed-circuit wind tunnel

on a flat test surface upon which streamwise pressure gradients are
imposed using a contoured wall forming the ceiling of the test
section �Fig. 1�. In the context of boundary-layer transition stud-
ies, the use of such a testing arrangement is well established �e.g.,
�24,30,31��. The boundary layer developing over the
1220-mm-long test surface is measured using a hot-wire anemom-
eter with a single tungsten sensor of 5 �m diameter and 1.3 mm
length. The flow field, from the leading edge to the reattached
turbulent boundary layer, is resolved by 20 cross-stream traverses.
The number of measurement locations across the boundary layer
varies between 25 near the test plate leading edge and about 80
just downstream of the transition zone. The streamwise spacing of
boundary layer traverses is chosen as 25 mm near and inside the
separation bubble, and 50 mm elsewhere. In the test cases where a
separation bubble is present, flow separation occurs approximately
500 mm downstream of the leading edge, and the distance be-
tween the time-averaged separation and reattachment locations
varies between 50 and 125 mm. Thus, the separation bubbles in
the current study are resolved by 2–5 cross-stream traverses. In
addition to the cross-stream traverses, the boundary layer is tra-
versed in the streamwise direction in 2.0 mm increments, at a
distance of 1.25 mm from the test surface, providing streamwise
intermittency distributions and growth rates of instabilities with
high resolution.

Control of the level of free-stream turbulence in the test section
is achieved by placing a perforated plate in the flow path at the
inlet to the test section. Each of the plates, made of
3.175-mm-thick aluminum, is designed to cover the entire cross
section of the flow path, and the openings in the plate consist of
nonstaggered, square holes. Based on single-sensor hot-wire

traverses 10 mm upstream of the test plate leading edge, extend-
ing from the level of the test plate to the ceiling of the test section,
these turbulence-generator locations have been found to be ad-
equate to produce uniform mean-flow and turbulence distributions
at the leading edge of the test surface. The specifics of the perfo-
rated plates are summarized in Table 1, along with the ranges of
turbulence intensity and Taylor’s �32� turbulence factor measured
10 mm upstream of the leading edge. This turbulence factor �TF
=Turef�L /�s�0.2� is the parameter preferred by the authors for de-
veloping transition models, since it contains information about the
integral length scale ��s� as well as the intensity of free-stream
turbulence.

The analog output of the hot-wire anemometer is sampled at
8 kHz over 20 measurement cycles, with each containing 8192
samples. The signal is low-pass filtered with a cutoff frequency of
3.8 kHz prior to digitization.

Test Surfaces. The smoothest surface �krms=0.7 �m� of the
present study is a 25-mm-thick CHART-MIC-6 aluminum plate
used in earlier phases of this research project �e.g., �22,23��, with
an elliptic leading edge of 15.9 and 3.2 mm axis dimensions. The
remaining test plates were constructed by bonding materials of
desired roughness patterns onto a 25.4-mm-thick medium density
fiber board. These roughness layers �see Fig. 2� consist of coun-
tertop laminate �krms=31 �m�, tar paper �krms=53 �m�, fine as-
phalt shingle �krms=107 �m�, and coarse asphalt shingle �krms
=185 �m� surfaces. The leading edge of these rough-surface test
plates consists of a 50.8-mm-long aluminum section with a
smooth surface, mounted onto the test plates such that its top
surface is aligned with the peaks of the roughness elements. The
tip geometry of this leading-edge attachment is elliptic with the
same major and minor axis dimensions as for the smooth test
plate.

The roughness geometries were measured through laser trian-
gulation scans. The statistical roughness parameters deemed to
have the strongest influence on the flow are summarized in Table

Fig. 1 Schematic of the wind tunnel test section

Table 1 Turbulence-generating grid specifications

Fig. 2 Topography of the rough surfaces—„a… krms=31 �m; „b…
krms=53 �m; „c… krms=107 �m; „d… krms=185 �m
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2. The height of the roughness elements is quantified by the root-
mean-square �rms� of the roughness height distribution, computed
as

krms =� 1

N�
i=1

N

�yi − ��2 �1�

where �=�yi /N is the mean surface elevation and N is the num-
ber of samples included in the surface scan.

The average spacing of roughness elements is quantified by

W =
2N�x

n
�2�

where �x is the scanning resolution, and n is the number of times
the roughness distribution crosses the mean surface elevation.

The effects of protrusions and depressions on the boundary
layer development are expected to be different. The tendency of
the roughness pattern toward protrusions or depressions is identi-
fied by the skewness of the roughness height distribution

Ssk =
1

krms
3 N�

i=1

N

�yi − ��3 �3�

For positive values of Ssk, the peaks of the roughness elements lie
on average further from the mean elevation compared to the
depths of the indentations, and negative values indicate the
inverse.

The chosen range of roughness conditions is consistent with the
roughness patterns typically observed on low-pressure turbine
blades of in-service gas-turbine engines. This is based on com-
parison with the values of krms documented by Bons et al. �1�
ranging between 2.4 and 8.8 �m for the midspan/midchord region
of such turbine blades. Assuming that typical chord lengths for
low-pressure turbines ranging between 3 and 15 cm are equivalent
to the length of the test surface in the current study, the range of
krms/c between 25�10−6 and 250�10−6 based on the measure-
ments of Bons et al. �1� compares favorably to the present values
of krms/L ranging from 25�10−6 to 150�10−6. The correspond-
ing range of skewness measured by Bons et al. is −0.11�Ssk�
+0.72, and the range of spacing is estimated from their data to be
40�W /krms�150. These also compare reasonably well with the
ranges of the present study of −0.6�Ssk� +0.42, and 9
�W /krms�90.

Test Matrix. Each roughness configuration was tested for three
levels of free-stream turbulence intensity, which were about 0.5%,
2.5%, and 4.5% �Table 1�. All measurements were performed for
flow Reynolds numbers of 350,000 and 470,000, based on the
plate length of L=1.22 m and reference velocity values of about
4.5 and 6.0 m/s �measured at x=25 mm, y=25 mm�. During the
experiments, the flow Reynolds number was kept constant to
within ±5%.

The pressure distribution imposed upon the test surface is simi-
lar to the suction-surface pressure distributions of typical turbine
blades. Variations in the flow Reynolds number and surface
roughness are expected to cause changes in the growth rate of the
boundary layer on the test surface. For the same geometric setting,

this would affect the effective free-stream flow area and its
streamwise variation in the test section, hence yield variations in
the pressure distribution imposed upon the test-surface boundary
layer. The extent of these variations is found to be small, as is
evident from the trends in the acceleration parameter ��
= �� /Ue

2�dUe /dx� up to about x=0.4 m, shown in Fig. 3.

Intermittency Distributions. Streamwise and cross-stream in-
termittency distributions were determined by conditional sampling
of the digitized velocity time traces obtained with the single-wire
probe, using the algorithm described by Volino et al. �33�. In this
algorithm, the first and second temporal derivatives of the fluctu-
ating streamwise velocity �u�� are computed. If either derivative
exceeds a preset threshold value, the flow is declared to be turbu-
lent at that instant, and the flow state parameter, 	, is set to 1. If
both derivatives are below their respective thresholds, the flow is
declared to be nonturbulent, and 	 is set to zero. The resulting
distribution of 	 is then low-pass filtered to reduce the number of
artificial dropouts, and verified visually against the velocity traces.

Wavelet Analysis. To overcome certain limitations of Fourier
analysis, the wavelet transform is used in a growing number of
studies of intermittent flow phenomena �e.g., Schobeiri et al. �34�,
Volino �35��. Summarizing briefly, wavelet analysis consists of the
convolution of an input signal with a test function, or wavelet,
which is chosen such that it approximates the input signal over a
short duration. The convolution is repeated for different durations,
or frequencies, of this test function, to produce a matrix of coef-
ficients representing the level of correlation between the input
signal and the wavelet at different frequencies and instances in
time. These coefficients can then be selectively averaged in time
to obtain a frequency spectrum of the signal during a particular
event, or series of events.

In the present study, the input signals of the analysis are time
traces of the hot-wire signal, and the test function is the Marr, or
“Mexican hat,” wavelet. The wavelet transform is computed at 60
discrete frequencies, ranging from 4 Hz to 4 kHz, equally spaced
on a logarithmic scale. The wavelet coefficients are averaged
based on the temporal distribution of the flow state parameter, 	,
allowing the frequency content of the turbulent and nonturbulent
phases of an intermittent signal to be examined separately. Hence,
frequencies that may dominate during events of short duration,
such as the passage of turbulent spots, are not concealed or attenu-
ated by the time averaging inherent in the Fourier transform.

Results and Discussion

Streamwise Variation of Integral Boundary-Layer
Parameters. Streamwise distributions of boundary-layer displace-
ment thickness �
*� and shape factor �H� are presented in Figs. 4
and 5, respectively. In measurements over rough surfaces, an ef-
fective location for y=0 needs to be established for use in the
computation of 
* and H. For the present study, y=0 is taken as
the mean surface elevation, �, averaged over the test surface area.
This choice is based on the qualitative argument that flow regions
below this effective y=0 location are likely to be of very low

Table 2 Surface roughness parameters

Fig. 3 Streamwise distribution of the free-stream acceleration
parameter
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momentum, hence are unlikely to participate significantly in the
dynamics of the boundary layer. The uncertainty in the position of
the hot-wire sensor at the beginning of each boundary-layer
traverse with respect to the peaks of the roughness elements is
±0.15 mm. The resulting uncertainty in the displacement thick-
ness is thus conservatively estimated to be ±0.15 mm. Uncertainty
in probe positioning has a lesser effect on the calculation of mo-
mentum thickness �±0.05 mm� than on 
*. With the present values
of 
* and � in the laminar boundary layer of approximately 0.5
and 0.25 mm, respectively, the resulting uncertainty in the shape
factor is ±0.2. As the boundary layer thickness increases with
streamwise distance, the relative uncertainties in 
* and � are
diminished. The shape factors at the location of separation, and in
the turbulent boundary layer, are considered accurate within ±0.1
and ±0.05, respectively.

In the laminar boundary layer, from x=0 to approximately x
=0.5 m, the distributions of 
* and H are seen to be substantially
unaffected by the flow Reynolds number and surface roughness,
within the noted uncertainties of 
* and H. Thus, the observed
variations in the transition onset and completion locations are di-
rect results of changes in the transition process as the flow Rey-
nolds number, surface roughness and free-stream turbulence inten-
sity are varied.

The rapid growth and subsequent decrease in 
* and H seen
between about x=0.5 m and x=0.6 m in many of the test cases is
indicative of the presence of a separation bubble. This trend is

most prominent in the distributions of H in Fig. 5. The peaks in
these integral parameters near x=0.55 m coincide with the loca-
tions of maximum separation-bubble thickness, with the magni-
tudes of these peaks giving an indication of the relative thickness
of the bubble.

Through examination of the velocity profiles in the region of
the separation bubble, the bubble thickness has been observed to
reduce with increasing surface roughness. This trend is reflected
in the peak values of the integral parameters in Figs. 4 and 5. In
the case of the lowest turbulence level �Turef=0.4–0.9% �, the
effect of an increase in the rms roughness height from
0.7 to 185 �m, or roughly 20% of the boundary layer displace-
ment thickness at separation, on the size of the separation bubble
is seen to be similar to that of an increase in free-stream turbu-
lence intensity from about 0.5–4.8% over the smooth plate. Sur-
face roughness and free-stream turbulence are therefore equally
important to the transition process for ranges of these parameters
typical of low-pressure turbine blades.

The trends for Turef=2.2–2.6% in Figs. 4�e� and 5�e� suggest
the presence of a small separation bubble for krms=185 �m and
krms=107 �m, but not for krms=53 �m. The average spacing of
the roughness elements is very similar for the surfaces with krms
=107 �m �W=0.54 mm� and krms=53 �m �W=0.49 mm�, while
there is a bias towards protrusions for the latter surface as is
evident from the value of the skewness parameter �Ssk= +0.42 for

Fig. 4 Distributions of boundary-layer displacement thickness. „a–c…: ReL=350,000; „d–f…:
ReL=470,000
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krms=53 �m, compared to −0.05 for krms=107 �m�. Thus, surface
roughness with a bias towards protrusions and a rms height of
53 �m appears to have been more effective in suppressing the
separation bubble than a rms roughness height of 107 �m with a
very small bias towards depressions.

Transition Inception. The location of transition inception, xts,
identified as the first streamwise position at which turbulent spots
are clearly identifiable by visual inspection of the velocity signals,
is presented for ReL=350,000 and ReL=470,000 in Tables 3 and
4, respectively. In the test cases with a separation bubble, this
location falls into the range where the boundary layer was tra-
versed with high resolution in the streamwise direction, hence is

resolved within ±4 mm in most cases. In instances of elevated
free-stream turbulence and surface roughness, distinguishing tur-
bulent spots from velocity fluctuations caused by the perturbations
of free-stream turbulence eddies and roughness elements becomes
more difficult, hence the uncertainty in xts is judged to be closer to
±6 mm. In the test cases where the flow remains attached, the
uncertainty in xts is dictated by the streamwise spacing of the
measurements �25–50 mm�.

At the lowest free-stream turbulence level, transition inception
is noted to occur further upstream on each of the rough surfaces,
compared to the smooth surface. However, within the uncertainty
in xts, the transition inception locations are substantially the same

Fig. 5 Distributions of boundary-layer shape factor. „a–c…: ReL=350,000; „d–f…: ReL=470,000

Table 3 Streamwise location of transition inception „mm…

ReL=350,000
Table 4 Streamwise location of transition inception „mm…

ReL=470,000
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for the surfaces with krms=31 �m and krms=53 �m at both ReL
=350,000 �xts=559 mm for krms=31 �m versus 561 mm for krms
=53 �m� and ReL=470,000 �xts=555 mm for both surfaces�. This
similarity in the value of xts despite the difference of approxi-
mately 70% in the rms roughness height suggests that some aspect
of the roughness geometry other than krms is also influencing the
transition process. Evidence of this is also present in the stream-
wise distributions of the boundary layer shape factor H given in
Figs. 5�a� and 5�d�. The relative magnitudes of the peaks in H for
the two surfaces in question are inconsistent with the remaining
surfaces if they are characterized based on krms alone. The rough-
ness geometries of the two surfaces in question differ most nota-
bly in the average spacing of the roughness elements, which are
much larger for the surface with krms=31 �m �W=2.72 mm� than
for the surface with krms=53 �m �W=0.49 mm�. It appears that
the larger spacing of the roughness elements of the krms=31 �m
surface are more effective at initiating the transition process than
the more densely packed elements of the krms=53 �m surface.
This is not particularly surprising, since with increased density of
the roughness elements, the wake region and effective frontal area
of each element are reduced. Of course, this trend would eventu-
ally reverse as the density of roughness elements is reduced fur-
ther, since in the limit a smooth surface condition would be
reached.

The tabulated data also demonstrate that the transition inception
location in the separation bubble remains sensitive to surface
roughness as the free-stream turbulence intensity is increased.
This observation is consistent for all turbulence and roughness
levels tested, as illustrated in Fig. 6. From the trends in this figure,
the sensitivity of the transition inception location to roughness
height is noted to be essentially constant up to the intermediate
turbulence level of Turef=2.2–2.6%, but this sensitivity is notably
increased for Turef=3.4–4.8%. This trend is intuitive, since with
increased free-stream turbulence, the transition inception location
moves upstream in the separated shear layer, and therefore closer
to the surface. Thus, with high free-stream turbulence, the sepa-
rated shear layer is expected to respond more readily to changes in
the surface conditions.

In the attached-flow-transition cases, because of their limited
number and the coarser resolution of the location of transition
inception, the variation of xts with surface roughness and free-
stream turbulence cannot be identified with the same precision
and generality as for the separation-bubble cases. Nonetheless,
transition inception is noted to occur further upstream for the
krms=53 �m surface �xts=450 mm�, compared to the krms
=107 �m and krms=185 �m surfaces at Turef=2.2–2.6%, ReL
=470,000, �xts=525 and 505 mm� and also compared to the krms
=107 �m surface at Turef=3.4–4.8%, ReL=470,000 �xts
=509 mm�. This result is consistent with the observations in some
of the other test cases with separation bubbles involving these

surfaces, as was discussed in the previous section, and provides
further support for the relevance of the skewness of the roughness
distribution to transition onset.

Spectral Analysis. The noted trends in the location of transition
inception are the result of surface roughness and free-stream tur-
bulence affecting the initial amplitude and/or streamwise rate of
growth of the instability waves in the boundary layer. Wavelet-
averaged power spectra of u� /Uref, in the laminar boundary layer
and at various streamwise locations within the transition region,
are shown in Fig. 7 for one low disturbance case �Turef=0.4% and
krms=0.7 �m� in which the transition takes place in a separation
bubble, and one case with high disturbance levels �Turef=4.5%
and krms=185 �m� with attached-flow transition. In the transi-
tional boundary layer, the wavelet spectra are averaged during the
times at which turbulent spots are present in the flow. Distinct
peaks are observed in the spectra of both test cases. In the case of
elevated free-stream turbulence and surface roughness, the peak in
the u� /Uref spectrum is clearly visible in the laminar boundary
layer well upstream of the transition inception location �labeled
“1” in Fig. 7�b��. This peak is much fainter, however, in the case
with low free-stream turbulence and surface roughness; it is only
visible shortly prior to transition inception �inset in Fig. 7�a��, and
is typically not observed in the attached laminar boundary layer.
In both test cases, the velocity fluctuations near these frequencies
increase in amplitude in the transition region �labeled “2” and “3”�
through to transition completion �labeled “4”�.

While it may be suggested that the peaks in these spectra for the
separation-bubble case are caused by periodic ejection of fluid
from the bubble, the fact that they have also been observed in
each of the attached-flow transition test cases at similar frequen-
cies suggests that they more likely represent pretransitional
Tollmien–Schlichting �TS� instability waves. The frequencies of

Fig. 6 Sensitivity of the transition inception location in sepa-
ration bubbles to surface roughness and free-stream
turbulence

Fig. 7 Wavelet-averaged power spectra of u� /Uref. „a… Turef
=0.4%; krms=0.7 �m; ReL=470,000. „b… Turef=4.5%; krms
=185 �m; ReL=470,000
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the peaks in the spectra shown in Fig. 7 are also in good agree-
ment with the frequency of maximum amplification rate of TS
waves as predicted using the correlation of Walker �36� �Eq. �4��,
which is based on attached-flow transition data published by
Obremski et al. �37�, and is shown by a dashed vertical line in Fig.
7.

fMA =
3.2Ue

2

2�� Re
*
3/2 �4�

In cases of attached flow, the Reynolds number based on displace-
ment thickness, Re
*, appearing in Eq. �4� is evaluated at the
nearest measurement station upstream of the transition inception
location. Since this expression was developed from an analysis of
attached boundary layers, in cases of separation-bubble transition,
Re
* is evaluated just prior to the separation point. The agreement
between the observed peaks in the wavelet spectra and the predic-
tions of Eq. �4� are similar in cases of attached-flow and
separation-bubble transition. In the majority of experiments in-
cluded in the current study �25 out of the 30 test cases�, the agree-
ment is also within the level of scatter noted by Walker while
developing this correlation �±30% �. This suggests the dominant
mechanism leading to transition in the separation bubbles of the
current study to be the growth of TollmienSchlichting waves, as in
attached-flow transition. Additionally, the good agreement be-
tween the measured and predicted values of fMA for krms
=0.7 �m and krms=185 �m, combined with the similarity of Re
*

just upstream of separation in these two cases, indicates that fMA
is insensitive to the range of surface roughness considered in this
study.

Transition Length. Streamwise distributions of intermittency
are presented for the separation-bubble and attached-flow test
cases in Figs. 8 and 9, respectively. For the separation-bubble test
cases, a notable effect of surface roughness on the transition
length is not evident in the majority of test cases, within the un-
certainty of intermittency values extracted from the velocity-time
traces. This suggests that the rate of production of turbulent spots,
and their subsequent lateral and streamwise spreading rates, are
not affected by surface roughness. The lack of change in the spot
propagation characteristics with surface roughness in these test
cases is consistent with the portion of the free shear layer in which
transition takes place being located above the peaks of the rough-
ness elements.

Comparison of parts �a�, �b�, and �c� of Fig. 8 reveals an effect
of turbulence intensity on the rate of transition in the separation
bubble, with increased turbulence levels resulting in a slightly
longer transition length. This somewhat counterintuitive trend is
consistent with the observed variations in spot production rates
with free-stream turbulence in attached boundary layers �e.g., So-
lomon et al. �27��. It was recently shown by the present authors
that the production rate of turbulent spots increases with the
boundary layer shape factor at the transition inception location,
Hts �38�. Buffeting of the boundary layer by the free-stream tur-
bulence results in increased momentum exchange near the sur-
face, which is observed as a decrease in the shape factor in the
laminar boundary layer �38�. This in turn decreases the turbulent
spot production rate. Nonetheless, the variation in transition
length with free-stream turbulence observed in the current
separation-bubble test cases is too small to be captured within the
precision of current prediction models.

As was noted earlier, a very small separation bubble appears to
be present in both the krms=107 �m and krms=185 �m test cases
shown in Fig. 9�a�, although these test cases have been catego-
rized as attached-flow transition in Table 4. It is noted that the
transition rate in these two instances is similar to those of the
separation-bubble test cases at the same turbulence level and Rey-
nolds number, shown in the bottom half of Fig. 8�b�. Thus, while
the separation and reattachment locations in these two cases can-
not be reliably identified with the present spatial resolution of the

measurements, clearly the presence of even a very short and shal-
low separated region �relative to the local thickness of the bound-
ary layer� is able to affect the transition rate. The different transi-
tion rates for the test cases shown in Fig. 9�a� are consistent with
the variations in Hts between these three test cases �Hts=1.9, 4.0,
and 2.5 for the krms=53, 107, and 185 �m surfaces in Fig. 9�a�,
respectively�.

For the attached-flow transition cases in Fig. 9, the rates of
transition are observed to be lower for the krms=31 �m and krms
=53 �m surfaces than for the surfaces with krms=107 �m and

Fig. 8 Streamwise distributions of intermittency—separation-
bubble cases „a… Turef=0.4–0.9%; „b… Turef=2.2–2.6%; „c… Turef
=3.4–4.8%
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krms=185 �m. At the lower turbulence intensity �Turef
=2.2–2.6% in Fig. 9�a��, this is at least partly due to the differ-
ences in Hts, since the locations of transition inception are differ-
ent for these surfaces. However, the values of Hts are similar at
Turef=3.4–4.8% for the krms=31 �m, krms=53 �m, and krms
=185 �m surfaces in Fig. 9�b� �Hts=2.0, 2.0, and 2.1, respec-
tively�. Thus, an increase in rms roughness height from
53 to 185 �m appears to affect the rate of spot production, the
spot spreading rate, or both. Based on comparisons with the mea-
surements of Chong and Zhong �39�, the roughness elements of
the surface with krms=185 �m are expected to protrude into the
regions of the boundary layer that are most active in turbulence
production, at least during the earlier phases of the transition pro-
cess. It is therefore plausible that the roughness elements directly
affect the rate of production or the structure of turbulent spots.
This hypothesis is supported by the visible differences in the
cross-stream intermittency distributions between test cases. This is
shown in Fig. 10 for the krms=53 �m and krms=185 �m surfaces,
at two stages in the transition process where the peak intermitten-
cies are similar �max�0.2, and max�0.8�. A more concentrated
cross-stream intermittency profile for the krms=185 �m surface is
evident, particularly at the earlier stage of transition �max�0.2�.

Conclusions
This paper has documented the results of an experimental study

on the effects of uniformly distributed surface roughness on
boundary-layer transition under low and elevated free-stream tur-
bulence conditions, for a range of roughness conditions typical of
the suction side of low-pressure turbine blades in-service gas tur-
bines. The following are the main findings of the study:

• For the conditions typical of in-service gas-turbine blades,
surface roughness and free-stream turbulence are found to
have comparable effects on the location of transition incep-
tion in separation bubbles.

• The root-mean-square height of the roughness elements,
their spacing, and the skewness �bias towards depression or
protrusion roughness� of the roughness distribution are
shown to be relevant in quantifying the effects of roughness
on the transition process.

• The rate of upstream movement of the transition inception
location in the separation bubble with increasing surface
roughness is found to be sensitive to the level of free-stream
turbulence, for part of the tested turbulence range.

• For most of the range of surface roughness heights consid-
ered, the roughness elements remained below the transition-
ing shear layer of the bubble, resulting in absence of a direct
effect of roughness on the rate of transition. Free-stream
turbulence is observed to yield a slight decrease in the rate
of transition.

• The frequency of maximum amplification rate of Tollmien–
Schlichting waves is shown to closely correlate with Re
*

just upstream of the point of separation, and the correlation
is found to be the same as that for attached-flow transition,
with Re
* evaluated locally.
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Nomenclature
A � surface area
f � frequency �Hz�

H � boundary layer shape factor
krms � rms roughness height �Eq. �1��

L � length of the test plate=1.220 m
N � number of surface measurement samples
n � number of times the roughness distribution

crosses the mean elevation ���
PSD � power spectral density of u� /Uref
ReL � reference Reynolds number based on L and

Uref
Res-ts � Reynolds number based on �xts−xs� and Ues

Re� � Reynolds number based on � and Ue
Ssk � skewness of the roughness height distribution

�Eq. �3��
TF � Taylor’s turbulence factor=Turef�L /�s�0.2

Turef � reference turbulence intensity �%�, measured
10 mm upstream of the test surface leading
edge

t � time �s�
Ue � local free-stream velocity

Uref � reference streamwise velocity measured at x
=25 mm, y=25 mm, z=382 mm

u� � streamwise component of fluctuating velocity
�m/s�

W � average spacing of roughness protrusions �Eq.
�2��

x ,y ,z � streamwise, normal to the test surface, and
spanwise spatial coordinates

	 � flow state parameter

* � boundary layer displacement thickness

�x � surface scan lateral resolution
 � boundary layer intermittency
� � acceleration parameter= �� /Ue2�dUe /dx
�s � integral length scale of free-stream turbulence

Fig. 9 Streamwise distributions of intermittency—attached-
flow cases „ReL=470,000…. „a… Turef=2.2–2.6%; „b… Turef
=3.4–4.8%

Fig. 10 Cross-stream distributions of intermittency for krms
=53 �m and krms=185 �m „Turef=3.4–4.8% ;ReL=470,000…
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� � mean elevation of the roughness distribution
� � boundary layer momentum thickness
� � kinematic viscosity

Subscripts
MA � maximum amplification rate of TS waves

s � separation
ts � start of transition
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Unsteady Numerical Simulations
of Turbulence and Coherent
Structures in Axial Flow Near a
Narrow Gap
Axial flow in a rectangular channel containing a cylindrical rod has been simulated
numerically by solving the unsteady Reynolds-averaged Navier–Stokes equations with a
Reynolds stress model. The time- and phase-averaged mean velocity and turbulent
stresses are in fair agreement with previous experimental results in a similar configura-
tion. The study further documents the formation of quasi-periodic coherent structures in
the form of vortex pairs and the important role that they play in transporting fluid across
the gap region.fDOI: 10.1115/1.1900140g

1 Introduction
Axial flows in complex channels with narrow gap regions can

be found in a wide variety of industrial, biological, and environ-
mental systems. Common examples are rod bundle flows in
nuclear reactors, annular flows in heat exchangers, blood flows in
arteries containing catheters or stents, and inundated river flows in
channels composed of a deep main channel and shallow flood
plains. The turbulence characteristics in such flows are very dif-
ferent from those in pipe flows and cannot be predicted by con-
ventional turbulence models, such as gradient transport models.
Of particular interest to the present research is the phenomenon of
strong momentum, heat and mass transfer across narrow gaps
formed between fuel-containing rods or between such a rod and
the surrounding pressure tube in nuclear reactor cores. It has been
long established that flow in the gap region is dominated by quasi-
periodic, large-scale, flow pulsations across the gapf1g. The ori-
gin of these pulsations has generated considerable debate among
researchers. Early speculations attributing them to secondary
flows generated by Reynolds stress anisotropy were contradicted
by direct measurementsf2–7g. It is now accepted that the flow
pulsations near the gap regions are associated with coherent struc-
tures.

Among the documented effects of cross-gap flow pulsations is a
reduction in the azimuthal variation of both the skin friction co-
efficient and the heat transfer coefficient on the rod surfacef6,7g.
Moreover, flow pulsations generate large axial and azimuthal tur-
bulence intensities as well as large turbulent shear stress in the gap
region f5,7–12g. The characteristic frequency of these pulsations
was found to depend on the gap size and the Reynolds number
f8,9,13–16g. The most detailed relevant experimental studies are
by Guellouz and TavoularissGTd f12g, hereafter to be referred to
as GT, who identified the formation of large-scale coherent struc-
tures in the gap region between a cylindrical rod and the wall of a
rectangular channel using conditional sampling and phase averag-
ing. GT concluded that the coherent structures formed a street of
pairs of counter-rotating vortices with axes alternating on either
side of the gap.

Most previous numerical simulations of turbulent flows in rod-
bundle-like geometries have utilized conventional turbulence
models and have presented their results as time-averaged statis-
tics. Such simulations have generally shown a very limited agree-

ment with experiments and have relied on empirical adjustments
for their improvement, as, for example, the use of nonisotropic
eddy viscosities whose values were adjusted to experimental ones.
Early attempts to simulate rod bundle flows include the work of
Meyder f17g, who employed an anisotropic eddy diffusivity, and
the work of Sealef18g, who also examined the effect of secondary
flows. Even relatively recent simulations have generally used con-
ventional turbulence models to solve the Reynolds-averaged
Navier–Stokes equationssRANSd, although some preliminary
large eddy simulationssLESd have also been attempted. Wuf19g
conducted a numerical simulation of flow in a rod bundle con-
tained in a trapezoidal channel employing an algebraic stress
model along with thek−« turbulence model. He found that the
predicted variations of the axial mean velocity and the normalized
turbulent kinetic energy were in good agreement with measure-
ments by Wu and Truppf9g, but acknowledged the limited capa-
bilities of conventional gradient-type turbulence models. To over-
come that limitation, he introduced an anisotropy factor based on
the experimental results. Biemüller et al.f20g performed a large
eddy simulation of flow in a channel consisting of two rectangular
subchannels connected by a narrow passage. Their predictions of
turbulence intensities were in qualitative agreement with their ex-
periment and they noted the presence of a pair of counter-rotating
vortices rotating in opposite directions, which were compatible
with a model proposed by Meyer and Rehmef16g. Lee and Jang
f21g performed numerical simulations of rod bundle flows using a
nonlineark−« model and were unable to predict large-scale flow
pulsation across the gap, in contrast with the experimental results
of Hooperf5g.

The present work is focused on the application of the unsteady
RANS sURANSd approach to simulate rod-bundle-like flows by
capturing coherent structure effects. For simplicity, we use the
same idealized geometry as that in the GT experiments. Some
preliminary results in the same geometry have been presented by
Tavoularis et al.f22g and Chang and Tavoularisf23g. A thorough
understanding of these coherent structures and their role in inter-
subchannel mixing would be of benefit to safety analyses of
nuclear reactors and to the design of future, improved rod bundles.
An essential objective of the present simulations is to accurately
predict the unsteady evolution of the large-scale structures and to
provide a thorough understanding of the influence of coherent
structures on flow characteristics in a rod-bundle-like configura-
tion, which may lead to improved modeling of such processes.
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2 Computational Procedures and Conditions
The commercial software packageFLUENT, version 6.1.22

based on the finite volume method, has been used for these simu-
lations. Computations were conducted in the SunFire cluster at
HPCVL sHigh Performance Computing Virtual Laboratory, a con-
sortium of four Universities in Eastern Ontariod, configured with
2431.05 GHz UltraSPARC-III processors and 96 Gb of RAM
memory. The SunGrid Engine in the SunFire cluster was used
with 10 nodes.

The computational domain consisted of a rectangular channel
containing a rod with a diameterD, as shown in Fig. 1. The
height, width and length of the computational section were, re-

spectively, 2 D, 3 D, andL=20 D. The gap between the rod wall
and the adjacent plane wall was set atd=0.1 D and the equidistant
plane was defined byy= 1

2d.
The computations were carried out using a specified mass flow

rate and a periodic boundary condition in the streamwise direc-
tion, by which the velocity field on the outlet plane was inserted
back on the inlet plane. The use of this periodic boundary condi-
tion permitted the attainment of fully developed conditions in a
relatively short flow domain, thus reducing the computational re-
quirements. The length of the domain was sufficiently large to
permit complete spatial decorrelation of turbulent statistics avail-
able from the GT experiments. No-slip conditions were applied at
the walls of the rectangular channel and the cylindrical rod, while
compressibility and body forces were neglected. The Reynolds
number, based on the bulk velocityUb and the hydraulic diameter
Dh=1.59 D, was 108,000, nearly matching the available experi-
mental value. Hexahedral and quadrilateral elements were used
for volume and face grid elements, respectively. To permit appli-
cation of the periodic boundary condition, the meshes at the inlet
and outlet were matched by linking both faces. To resolve the
steep velocity gradient in the near wall region without using wall
functions, five grid elements were placed in the region withy+

,10, with the first grid element located aty+=1. The transverse
and spanwise grid spacings were maintained below the roughly
estimated Taylor microscale, equal to 0.0495 Df22g, while the
streamwise grid spacing was uniform and equal to 2.5 times the
Taylor microscale. Grid independence studies were conducted us-
ing 40431603160, 202380380, and 101340340 elements
ssee Table 1, cases 1–3d. As an example of the effect of grid
choice on our computations, Figure 2 shows computed velocity
profiles at a representative location. It can be seen that the velocity
variation predicted by the 202380380 grid was in good agree-
ment with the universal law of the wall within the viscous and
logarithmic sublayers and was fairly close to the one predicted by
the 40431603160 grid, while the 101340340 grid predictions
displayed significant discrepancies. The 202380380 element
grid was, therefore, adopted for further computations, as the use

Fig. 1 Sketches of „a… the computational geometry and „b… the
computational mesh on the y-z plane, also showing details in
the gap region and near the bottom wall

Table 1 Cases studied

Case
Grid element size Number of

grid
elements

Total
number of
elements

Time
step
sizex/D y/D z/D

1 0.05 0.015 0.02 40431603160 10,217,362 1.9310−3Tc
2 0.1 0.03 0.04 202380380 1,278,054 1.9310−3Tc
3 0.2 0.06 0.08 101340340 281,588 1.9310−3Tc
4 0.1 0.03 0.04 202380380 1,278,054 1.9310−2Tc

Fig. 2 Variation of the time-averaged streamwise velocity at
z /D=1, x /D=10, near the bottom wall „j: case 1; –: case 2, l:
case 3, m: case 4 …
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of finer grids required excessive computational times. Time step
dependence was tested by repeating the computations with two
time stepsDt, equal to 1.9310−2Tc and 1.9310−3Tc, whereTc
=L /Ub is the average flow turn-over time, namely the average
time that it takes for the fluid to pass through the computational
domain. As shown in Fig. 2 by a representative example, the
time-averaged velocity variations were essentially the same for
these two time steps. Both time steps also resolved fairly well the
coherent structures over some time, however, the larger time step
led to distorted patterns for longer computationsf23g. Further-
more, it turned out that computations with the smaller time step
were faster than those with the larger one, because the former
required far fewer iterations for the solution at each time step to
converge. For the larger time stepscase 4d the CPU time was
about 4 min per time step and the real computing time was 5 h per
time step, while for the smaller onescase 2d these times were,
respectively, 5.6 s and 12.6 min. This means that flow computa-
tion over one turn-over time took 11 days for the larger time step
but only 4.6 days for the smaller one. Thus, the smaller time step,
equal tos1/526dTc, was adopted for the main computations.

For high accuracy, the second-order upwind scheme with a lin-
ear reconstruction procedure, similar to that of Barth and Jesper-
son f24g, was chosen for deriving the face values of different
variables for space discretization. Those values were used to com-
pute the convective fluxes. The Rhie–Chow schemef25g was se-
lected to interpolate pressure at the control volume face and to
satisfy the mass conservation without pressure oscillationsscheck-
erboardingd. The SIMPLECsSemi-Implicit Pressure Linked Equa-
tions - Consistentd algorithm f26g was used for the treatment of
pressure-velocity coupling for stability. Time discretization was
achieved by a second-order implicit methodssecond-order back-
ward Euler schemed f27g. Although implicit methods are not re-
stricted by the CFLsCourant–Friedrichs–Lewy numberd limit
CFL=UmaxDt /Dx,1, it may be noted that the time step size may
affect the accuracy of solutions because of truncation error in-
crease. For the smaller time step casescase 2d, CFL was equal to
0.456, which is deemed to be sufficiently low.

Because time-dependent flow patterns cannot be resolved by
conventional RANS sReynolds-averaged Navier–Stokes equa-
tionsd procedures, we used the URANSsUnsteady Reynolds-
averaged Navier–Stokes equationsd approach. Unlike RANS,
which solve for time-averaged velocities, URANS retain the un-
steady terms in the mean momentum equations, although utilizing
turbulence models for the turbulent stresses. The time step used is
sufficiently fine to resolve time-dependent large-scale motions,
but not nearly as fine as that used in direct numerical simulations
sDNSd, which fully resolve even the finest turbulence motions.
Moreover, mesh density requirements of URANS are significantly
less stringent than those of both DNS, which require the resolu-
tion of the finest turbulence motionsscomparable in scale to the
Kolmogorov microscaled, and LES, which require the resolution
of motions with scales within the inertial subrange.

The Reynolds stress modelsRSMd was used for the majority of
the present simulations. Unlike one- and two-equation models,
RSM accounts for the effect of flow history due to terms repre-
senting the convection and diffusion of the shear stress tensors
f28g. RSM also has modeled terms, which are derived from a
combination of theoretical assumptions and empirical results. One
of the modeled terms in the RSM is the pressure-strain term,
which plays an important role in determining the structure of tur-
bulent flows, re-partitioning turbulent energy among the Reynolds
stress components and accounting for flow anisotropy. The linear
model for the pressure-strain termf29,30g was chosen, with the
values of the constants taken equal to those suggested by Launder
f30g. To maintain solution stability, the turbulent diffusion term
was modeled using a scalar diffusivity rather than a diffusivity
tensor f31g. Due to the highly three-dimensional and unsteady
nature of the flow in the gap region, the two-layer model of Chen
and Patelf32g was employed to resolve the viscous sublayer,

rather than using a wall function. Consequently, the low Reynolds
number version of RSM was used, following the suggestion of
Launder and Shimaf33g.

It was verified that this model was successful in resolving the
turbulence anisotropy and the secondary flows near the corners of
a rectangular duct. However, to avoid possible divergence, the
computations were initiated using the more stable RNGsRenor-
malization Groupd k−« model f34g. These preliminary computa-
tions extended over a time equal to 5.7Tc, which was sufficient to
allow full development of the flow. The velocity field at the end of
the preliminary computations was used as starting condition for
the main simulations with the RSM.

The output of URANS/RSM solutions includes time dependent
velocity componentsU, V, andW and pressureP, resolved at the
time step and grid element size resolutions, as well as time depen-
dent local turbulent stresses, which are solutions of the modeled
Reynolds stress equations. In order to compare the results of the
present computations with experimental, time-averaged turbu-
lence statistics, one needs to consider both the modeled turbulent
stresses and the fluctuations of the resolved velocity. The latter
constitute the coherent structure contributions, while the former
are noncoherent contributions. Both contributions have to be time-
averagedsto be indicated by overbarsd over a time interval that is
sufficiently long to capture a significant number of coherent struc-
tures. For example, the time-averaged, total turbulent kinetic en-
ergy per unit mass would bef23g

k̄ = k̄nc + k̄coh s1d

wherek̄nc is the time-averaged local turbulent kinetic energy pro-
vided by the solution of the Reynolds stress equationssnoncoher-

ent partd andk̄coh is based on the mean squared instantaneous local
“mean” velocity fluctuationsscoherent partd, as,

k̄coh= 1
2hsU − Ūd2 + sV − V̄d2 + sW− W̄d2j s2d

Time averaging in the present simulations was over 3.8Tc, which
is equal to 2000 time steps, following full development of the flow
structure inside the channel. The full development of the flow
structure was checked by examining the spanwise velocity fluc-
tuation patterns on the equidistant plane, on which the effects of
coherent structures are most apparentf23g. The convergence of
the solution was verified by comparing the time averaged local
velocity and time averaged kinetic energy across the gap region at
different time steps. It was found that the differences between the
values of these parameters at 1000 and 1500 time steps were 0.2%
and 8.6%, respectively, while the differences between the values
of the same parameters at 1500 and 2000 time steps were 0.2%
and 0.6%, respectively.

3 Coherent Structure Identification
Although there is no consensus on the definition of coherent

structuressCSd, the following definitions would help one under-
stand the general concept. Hussainf35g referred to CS as “con-
nected turbulent mass with instantaneous phase-correlated vortic-
ity over its spatial extent.” Robinsonf36g defined CS as “a three-
dimensional region of the flow over which at least one
fundamental flow variable exhibits significant correlation with it-
self or with another variable over a range of space and/or time that
is significantly larger than the smallest local scales of the flow.”
Jeong and Hussainf37g defined CS as “spatially coherent, tempo-
rally evolving vortical structures.” Vortices are among the most
common types of coherent structures in turbulent flows, as they
tend to persist in the absence of instabilities. Hussainf35g empha-
sized that coherent vorticity is the primary identifier of coherent
structures, which have distinct boundaries and independent terri-
tories.

It has been known from experiments employing conditional
sampling that coherent structures in turbulent shear flows account
for a significant fraction of the turbulent kinetic energy and of the
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Reynolds stresses and fluxes. Identification of CS in highly turbu-
lent shear flows is subject to considerable difficulties, as they can
be easily confused with noncoherent turbulence and mean vortic-
ity patterns. Such identification can only be based on an unam-
biguous quantitative criterion. Early criteria were rather intuitive
and identified coherent structures as minimum pressure regions,
iso-vorticity surfaces or circular streamlines. More recently, two
quantitative criteria for coherent structure identification were pro-
posed. They are known as theQ criterion, proposed by Hunt et al.
f38g, and thel2 criterion, proposed by Jeong and Hussainf37g.
Both methods are based on analysis of properties of the velocity
gradient tensor]Ui /]xj. The present study will focus on theQ
criterion, which has been used more widely than thel2 criterion,
because of its simplicity and applicability. The parameterQ is
defined as

Q = −
1

2

]Ui

]xj

]Uj

]xi
= −

1

2
sSijSji + Vi jV jid s3d

where the strain rate tensor and rotation rate tensor are, respec-
tively, defined as

Sij =
1

2
S ]Ui

]xj
+

]Uj

]xi
D, Vi j =

1

2
S ]Ui

]xj
−

]Uj

]xi
D s4d

The latter can be expressed in terms of the vorticity vectorvk as

Vi j = − 1
2«i jkvk, s5d

where «i jk is the Eddington alternating tensors=1, if i,j ,k is a
cyclic permutation of 1,2,3;21, if i,j ,k is a cyclic permutation of
2,1,3; 0, otherwised

Thus, Q can be obtained in terms of the vorticity modulusv
and the strain modulusS=sSijSij d1/2 as

Q = 1
4sv2 − 2S2d s6d

Positive Q indicates regions where vorticity overcomes strain,
thus distinguishing vortical activity from high-strain activity. Un-
like iso-vorticity surfaces, which cannot identify CS near a wall
where the magnitudes of vorticity and strain are almost the same,
Q can, because it is not influenced by near-wall vorticity. Thus, a
criterion for identifying a vortical coherent structure is to deter-
mine a surface on whichQ maintains a constant positive value,
called the threshold. Experimentation with different values of the
threshold led us to use the valueQ=1.0 as appropriate for the
present coherent structure identification purposes.

4 Results and Discussion
The present simulations were partially validated by a compari-

son with available measurements by GTf12g. Figure 3sad com-
pares the simulated and experimental time-averaged streamwise
velocity variations on a cross plane, while computed time-
averaged streamline projections and velocity vectors on the same
plane are shown in Fig. 3sbd. When comparing the values of the
velocity at corresponding locations, it becomes evident that the
two “core” regions in which the velocity maintains relatively large
values are larger in the experimental case than in the simulations.
In other words, the wall regions appear to be somewhat thicker in
the simulations than in the experiments. Although the simulations
reproduced quite well the bulging of the experimental velocity
contours in the gap region and in the corners of a duct, they also
presented a notable difference from the experiments in that the
predicted maximum velocity was on the symmetry plane above
the rod, while in the experiments two maxima were observed in
the two open subchannels, half way between the symmetry plane
and the side walls. This difference is associated with secondary
flows near the corners of the duct, but is not very disconcerting,
because the velocity variation in the core region was only of the
order of a small percent in both the simulations and the experi-
ments. We have performed a number of additional simulations,
not discussed here, showing some sensitivity of the maximum

velocity location on the type of turbulence model used, on the grid
size and on the type of boundary condition employed. Further-
more, part of the difference can be attributed to differences in flow
development: Unlike the present computations which represent
fully developed flow, the experimental results correspond to a
flow in which the turbulence structure was still evolving, albeit
slowly.

Figure 4 compares the predicted rms turbulent velocity compo-
nents and the turbulent kinetic energy with the corresponding ex-
perimental values, with all values normalized by the bulk velocity.
Fairly good qualitative agreement can be observed in all cases,
while the quantitative agreement may also be considered as at
least fair, in view of the differences in the numerical and experi-
mental conditions and the uncertainties involved in both. The
axial rms turbulent velocity reached minimum values in the core
region above the rod and maximum values in the gap region. The
spanwise rms turbulent velocity had a distribution that was com-
parable to that of the axial one, while the transverse rms-turbulent
velocity was maximum on the sides of the rod. All these trends
can be observed both in the experimental and the numerical re-
sults. The variations of the three turbulent shear stresses and the
corresponding correlation coefficients in the simulations are com-
pared to the experimental ones in Fig. 5. Once more, the qualita-
tive agreement is reasonably good and the corresponding magni-
tudes of the local stresses are, in most cases, not too far from each

Fig. 3 „a… Isocontours of the time-averaged dimensionless
axial velocity Ū /Ub in the GT experiments †12‡ „left … and the
present simulations „right … „b… vector plots of the time-
averaged velocity component „left … and projected streamlines
„right … on a cross-sectional plane in the present simulations
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other, considering the differences in the two sets of conditions and
the main objective of the present study, which is to identify the
effect of coherent structures. A general observation that can be
made by comparing the magnitudes of turbulent stresses with the
corresponding local mean velocity gradients is that gradient trans-
port seems to describe approximately the time-averaged turbu-
lence structure in much of the cross section but fails to do so in
the core region. In the gap region, the time-averaged mean veloc-
ity reaches a minimum and gradient transport would imply that
turbulence activity should be minimum there as well. On the con-
trary, the axial and spanwise turbulent stresses as well as the tur-
bulent kinetic energy reach their maxima in the center of the gap,
which are trends observed in both the experimental and the nu-
merical results.

To assess the importance of the coherent components on the
turbulent activity, we have plotted, in Fig. 6, the ratios of the
coherent and total values of the three normal rms turbulent veloci-
ties and the turbulent kinetic energy. This figure clearly demon-
strates that the coherent contributions to the streamwise and span-
wise components are very significant, and indeed dominant, in the
gap region, where they account for up to 70% and 80%, respec-
tively, of the total activity. The coherent contribution to the trans-
verse stress is insignificant in the gap region and takes a maxi-
mum value of 20% on the sides of the rod, indicating that the flow
pulsations follow the rod contour. About 60% of the total turbu-
lent kinetic energy in the gap region is due to the coherent activity,
while such activity is negligible away from the gap.

GT have provided some rough estimates of the contributions of
the coherent stresses on the total turbulent activity along the span-
wise direction on the equidistant plane. Their results are compared
to the present simulations in Fig. 7. Although agreement is not
perfect, it may be considered as remarkably good, both qualita-
tively and, in most cases, quantitatively, considering the differ-
ences in flow conditions and the uncertainties of both experiment
and simulations. The experimental trends and the orders of mag-
nitude of the different stresses are captured realistically by the
simulations. Both experiments and simulations show that the
maximum coherent streamwise stress occurs at an intermediate
position between the gap and the side wall of the channel, while
the maximum coherent spanwise stress occurs on the symmetry
plane and the transverse coherent stress is negligible on the entire
equidistant plane.

From the above discussion, it is evident that the resolved ve-
locity fields are strongly time-dependent. This time dependence is
intimately associated with the convection of large-scale, quasi-
periodic, vortical coherent structures, which appear in pairs on
either side of the gap between the rod and the channel plane wall.
Such structures, captured using theQ criterion, are shown in Fig.
8. Their appearance is consistent with the heuristic model pre-
sented by GT.

To illustrate the influence of the coherent structure location on
the instantaneous pressure and velocity fields, Fig. 9 shows isoc-
ontours of the instantaneous resolved static pressure and spanwise
velocity as well as instantaneous surface streamlines constructed
from the velocity vector projections on the equidistant plane using
the graphics package TecplotsAmtec Engineering, Inc.d. The main
structures coincide with low static pressure regions. This confirms
their vortical character, demonstrated by cores with high vorticity
and low pressure. The spanwise velocity at the gap alternates in
direction with streamwise location and seems to be an excellent
indicator of coherent structure passage near the gap, in conformity
with experimental observationsf12g. The instantaneous stream-
lines clearly show the presence of pairs of counter-rotating vorti-
ces with axes alternating on either side of the gap and transporting
fluid far across the gap. The sense of rotation of the vortices is the
same as the sense of rotation of coherent structures in mixing
layers, if one considers the subchannel core to be the high-speed
stream and the gap region to be the low-speed stream. It is also
clear that these vortices transport fluid across the gap and deeply
into the opposite subchannel. This fact is further illustrated in Fig.
10, which shows surface streamlines on the equidistant plane for
both the experimental and the numerical studies. Besides the strik-
ing agreement between the two sets of streamlines, one may ob-
serve without doubt that the coherent structures are counter-
rotating vortices causing large-scale transport of fluid across the
gap. The spanwise spacing of the axes of vortices obtained by the
numerical study was comparable to that in the experimental study,
within the expected uncertainty due to differences in the imposed
conditions and cycle-to-cycle variations.

To characterize the coherent structures, we have determined
their frequency, streamwise spacingswavelengthd and convection
speed. There was substantial variability from one structure to the
next and the averages reported below were based on statistical

Fig. 4 Isocontours of time-averaged, nondimensionalized GT
measurements †12‡ „left … and present simulations „right …: „a…
axial rms velocity fluctuation u8 /Ub; „b… transverse rms velocity
fluctuation v8 /Ub; „c… spanwise rms velocity fluctuation w8 /Ub;
and „d… turbulent kinetic energy k̄ /Ub

2
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populations which, although quite small, are considered to be suf-
ficient for the present purposes. Figure 11sad shows representative
time histories of the spanwise velocity in the centre of the gap in
the experimental and numerical studies. Both time histories show
a quasi-periodic character, with a zero average and a nearly con-
stant amplitude of about 0.17Ub, which demonstrates the signifi-
cant strength of flow pulsations across the gap. The average com-
puted period of the pulsations, based on 9 cycles, was 0.37Tc, with
a standard deviation of 0.09Tc and extreme values 0.54Tc and
0.23Tc. The corresponding Strouhal numbersf is the frequency of
pulsationsd was

St =
fDh

Ub
= 0.23 ± 0.06 s7d

The Strouhal number computed from the peak frequency of the
power spectrum of the simulated velocity, shown in Fig. 11sbd was
about 0.27. In view of the relatively large uncertainty of these
estimates, the simulation values are deemed to be compatible with
the experimentally found value of 0.17f12g. The dimensionless
spacing between pairs of structures, based on four structure pairs,
was l /D=4.9±1.2, also compatible with the experimental value
of 4.2. Finally, the dimensionless convection speed of the struc-
tures, averaged over eight structures and measured from animated
sequences of images similar to Fig. 8, wasUc/Ub<0.62, which is
not too far from the experimental value of 0.78. Overall, the above

results show that velocity fluctuations in the gap region are of
sufficiently large wavelength and low frequency for local condi-
tions to potentially prevail in wall heating and possible phase
change.

5 Conclusion
The present simulations have clearly documented the signifi-

cance of coherent vortical structures in turbulent flow near a rod-
wall gap region. The use of theQ criterion has identified the
formation of such coherent structures, with features comparable to
those found experimentallyf12g. The time-averaged mean veloci-
ties and turbulent stresses in the simulations were also in fair
agreement with their experimental counterparts. It is, therefore,
concluded that the present approach is sufficiently accurate for the
conduction of parametric studies of the effects of gap size, geom-
etry and Reynolds number on the variation of flow and heat trans-
fer characteristics in rod bundles.

It is also observed that the coherent components were very
significant in the gap region, where they accounted for 60% of the
total kinetic energy. The coherent contribution to the transverse
stress was much lower than the coherent contributions to the span-
wise and streamwise stresses. It is evident that the time dependent
velocity fields in the gap region are mainly associated with the
convection of large-scale, quasi-periodic, vortical coherent struc-
tures, which appear in pairs of counter-rotating vortices with axes

Fig. 5 Isocontours of time-averaged, nondimensionalized GT measurements
†12‡ „left … and present simulations „right …: „a… Transverse turbulent shear stress
uv /Ub

2; and „b… dimensionless spanwise turbulent shear stress uw /Ub
2; „c… di-

mensionless axial turbulent shear stress vw /Ub
2; „d… dimensionless transverse

turbulent shear stress coefficient uv /u8v8; „e… dimensionless spanwise turbu-
lent shear stress coefficient uw /u8w8; „f… dimensionless axial turbulent shear
stress coefficient vw /v8w8
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alternating on either side of the gap and transporting fluid far
across the gap. Velocity fluctuations in the gap region are of suf-
ficiently large wavelength and low frequency for local conditions
to potentially prevail in wall heating and possible phase change.
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Nomenclature
D 5 rod diameter

Dh 5 hydraulic diameter
f 5 frequency of flow pulsations

k̄,k̄coh,k̄nc 5 time-averaged total, coherent, and noncoherent
parts of turbulent kinetic energy per unit mass,
respectively

L 5 streamwise length of the duct

Fig. 6 Predicted isocontours of the percent ratio of the coher-
ent components to the totals: „a… Streamwise rms velocity ratio
ucoh8 /u8; „b… transverse rms velocity ratio vcoh8 /v8; „c… spanwise
rms velocity ratio wcoh8 /w8; and „d… turbulent kinetic energy ra-
tio k̄coh / k̄

Fig. 7 Comparison of present simulations „open symbols …

with experimental results †12‡ „solid symbols … for total aver-
ages „h, j… and coherent „n, m… parts on the equidistant plane:
„a… Streamwise normal stress; „b… transverse normal stress; „c…
spanwise normal stress; the simulation results have been con-
nected by solid lines as an aid to the eye.

Fig. 8 Coherent structures identified by the Q criterion; the
section shown is 20 D long

Fig. 9 Predicted isocontours on the equidistant plane of: „a…
The dimensionless instantaneous static pressure P/ „1/2rUb

2
…;

„b… the dimensionless instantaneous spanwise velocity W/Ub;
and „c… instantaneous streamlines; coherent structures identi-
fied by the Q criterion are also shown in all plots; all plots are
7.2 D long and 3 D high
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P 5 pressure
Re 5 Reynolds number,rUbDh/m

S 5 strain modulus
St 5 Strouhal number,fDh/Ub
Sij 5 strain rate tensor
Tc 5 average flow turn-over time

t 5 time
U, V, W 5 time dependent velocity components

U+ 5 time-averaged velocity nondimensionalized by
u*

Ub 5 bulk velocity
Uc 5 convective velocity of coherent structure

Ui, i =1,2,3, 5 velocity vector in Cartesian tensor notation
u*

5 friction velocity, Îtw/r
uv, uw, vw 5 time-averaged turbulent shear stresses

x, y, z 5 streamwise, transverse and spanwise coordi-
nates, respectively

xi, i =1,2,3 5 coordinates in Cartesian tensor notation
y+ 5 dimensionless distance from the wall,ru*y/m

Greek symbols
D 5 difference in the values of a quantity at two

times or two locations
d 5 gap between the rod wall and the adjacent

plane wall
«i jk 5 Eddington alternating tensor

l 5 spacing between pairs of coherent structures
m 5 dynamic viscosity
r 5 density

tw 5 wall shear stress
Vi j 5 rotation tensor

v 5 vorticity modulus
vk 5 vorticity vector

Subscripts
b 5 bulk quantity

coh 5 coherent component
max 5 maximum value in the channel

nc 5 noncoherent component

Superscripts
1 5 quantity nondimensionalized by wall scales
s̄ d 5 time-averaged value

s d8 5 fluctuation value
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Three-Dimensional Numerical
Simulation and Performance
Study of an Industrial Helical
Static Mixer
In many branches of processing industries, viscous liquids need to be homogenized in
continuous operations. Consequently, fluid mixing plays a critical role in the success or
failure of these processes. Static mixers have been utilized over a wide range of appli-
cations such as continuous mixing, blending, heat and mass transfer processes, chemical
reactions, etc. This paper describes how static mixing processes of single-phase viscous
liquids can be simulated numerically, presents the flow pattern through a helical static
mixer, and provides useful information that can be extracted from the simulation results.
The three-dimensional finite volume computational fluid dynamics code used here solves
the Navier-Stokes equations for both laminar and turbulent flow cases. The turbulent flow
cases were solved using k-v model and Reynolds stress model (RSM). The flow properties
are calculated and the static mixer performance for different Reynolds numbers (from
creeping flows to turbulent flows) is studied. A new parameter is introduced to measure
the degree of mixing quantitatively. Furthermore, the results obtained by k-v and RSM
turbulence models and various numerical details of each model are compared. The cal-
culated pressure drop is in good agreement with existing experimental data.
fDOI: 10.1115/1.1899166g

Introduction
Mixing is an essential component of nearly all industrial chemi-

cal processes, ranging from simple blending to complex multi-
phase reaction systems for which the reaction rate, the yield, and
the selectivity are highly dependent upon the mixing performance.
Consequences of improper mixing include nonreproducible pro-
cessing conditions and lowered product quality, resulting in the
need for more elaborate downstream purification processes and
increased waste disposal costs.

The static mixerhas increased in popularity within the chemi-
cal industry over recent years. The mixing elements, which are
called segments, as one could imagine, appear to have been cut
from a long periodic structure. Several of these segments are in-
serted in-line at various locations, and housed in a pipe that
squeezes the liquid through the resulting mixing element. Because
of a very broad range of applications for static mixers, a variety of
segment designs is availablef1–3g. Thehelical static mixercon-
sists of left- and right-twisting helical elements at right angles to
each other. Each element twists through an angle of 180°. The
complete mixer consists of a series of elements of alternating
clockwise and counterclockwise twist arranged axially within a
pipe so that the leading edge of an element is at right angles to the
trailing edge of the previous element. Figure 1 shows a six-
element helical static mixer. The leading and the trailing edges of
the second mixing element are shown in Fig. 1.

Despite widespread usage, the way these mixers work is still
not fully understood. The design and optimization of mixers are
traditionally performed by trial and error, with much depending on
previous experience and wide safety margin. For a given applica-
tion, besides experimentation, the modern approach is to use pow-
erful computational fluid dynamicssCFDd tools to study the mix-

ing process. In fact, while complex, three-dimensional geometries
typical of most industrial mixers make analytic determinations of
the velocity field in such equipment impractical, a high quality
numerical solution of the velocity field can provide a suitable
starting point to characterize mixing performance.

In recent years, significant progress has been made in the char-
acterization of fluid-mechanical mixing using Lagrangian tracking
techniques and tools from dynamical systems theory, particularly
those related to chaos. Early efforts at CFD modeling of the flow
within static mixers were reported in the 1980s. Shintre and Ul-
brecht f4g developed a Navier-Stokes-based model for the flow
within two sheets of a Koch-Sulzer SMX mixer for Re,0 and 1.
Shintref5g also extended the model to pseudo-plastic fluids.

For helical static mixers, several groups of researchersf6–11g
tried to simplify the mathematics of the governing equations
sNavier-Stokes equationsd by the usage of the natural helical ge-
ometry of the mixer. Each study reports transforming reduced
forms of the Navier-Stokes equations into nonorthogonal, helical
coordinates, and emphasizes that the previous one made a mistake
in the coordinate transformation, which shows the difficulty of
this approach. Despite the differences between each these re-
searches, all of them were limited to creeping flowssRe,0d or in
the case of Dackson and Naumanf8g to Re,10 and to assuming
fully developed flow within the mixer. The application of such
calculations is restricted to mixer geometries with sufficiently
long mixing segments and also small influence of the segments
junctions. The paper by Arimond and Erwinf6,7g is notable be-
cause even though their flow solution was based on the fully de-
veloped assumption, they recognized the importance of the end
effects and attempted to account for them.

The majority of the previous work has focused on model flows
that are two-dimensional and time periodic, not three-
dimensional, spatially periodic flows. Furthermore, each of the
studies, mentioned above, focused on fully developed flow within
one mixer element. Naumanf12g demonstrated that this assump-
tion is seriously flawed because it violates the conservation of
mass; residence time distributions computed from these flowfields
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have an infinite mean. Moreover, recent experiments by Kusch
and Ottinof13g suggest that flow in this idealized mixer is highly
three-dimensional and dominated by entrance and exit effects.

The most extensive and significant studies in recent years were
performed by Byrdef14g, Hobbs f15g and Jonesf16g using
commercial/academic CFD packages on very powerful multipro-
cessor machines. An investigation by Rauline et al.f17g of the
mixing performance of five different static mixers using a com-
mercial CFD code is in this category.

The primary objective of the Byrde study was to develop a
computational technique to compute mixing and flowfields using
massively parallel supercomputers. A large portion of this study
focused on the details of the computational efficiency distributing
the computational workload over many processors, i.e., 256 pro-
cessors. Byrde used the Eulerian approach to solve the flowfield
on a block-structured mesh. A Lagrangian approach was used to
examine the mixing processf14g.

Hobbs f15g studied the mixing performance of a static mixer
under laminar flow conditions for alternative mixer geometries
and concluded that: the flow in a mixer in which all elements have
the same twist direction contains large segregated regular regions
that do not exchange material with the remainder of the flow; the
extent of mixing per segment and energy efficiency are indepen-
dent of segment length to diameter ratio, allowing shorter seg-
ments to be used to obtain equivalent mixing in a smaller space
with a shorter residence time; and for tracer mixing, the injection
location has a strong effect on the extent of mixing only for the
first few mixing segments, after which the rate of mixing is inde-
pendent of injection location.

The work of Hobbs et al.f18,19g and Byrde and Sawleyf20,21g
represent two substantial and important studies in the effort to
correctly predict and understand the mixing behavior of helical
static mixers. However, the conclusions of their work are contra-
dictory in several important respects. The most glaring contradic-
tion is that Hobbs and Muzzio report that mixing is the poorest for
Reynolds numbers of the order of 100, whereas, Byrde and
Sawley determine that it is the most efficient for these Reynolds
numbers. Further, Byrde and Sawley claim that the grid density
needed to obtain physically realistic results are far in excess of the
grid density used by Hobbs and Muzzio. Since neither study fully
investigated the predicted flowfields, both overlooked potentially
important and useful information, e.g., effects of the geometrical
parameters such as element twist angle and the ratio of element
length to element diameter on the mixer performancef15,20g. One
particular point of agreement between the two studies is that, for
creeping flows, the most stretching, and therefore, the most mix-
ing, occurs at the intersection of the mixing elements. This result
demonstrates the importance CFD-based studies and the inad-
equacy of those earlier studies that ignored the developing flows
within the mixer elements.

One of the most recent numerical studies on helical static mix-
ers have been done by Jones et al.f22g for water treatment. The
model they used solves the three-dimensional, Reynolds-averaged

Navier-StokessRANSd equations, closed with thek-v turbulence
model, using a second-order finite volume method. The model is
applied to a two-element helical static mixer. The Reynolds num-
ber is 100,000 and the working fluid is water. What distinguished
this study from the work done by Hobbsf18g and Byrdef20,21g is
that they considered high Reynolds number flows in helical static
mixer. However, the geometry considered in this case is relatively
a simple one and only two mixing elements were considered. In
addition, they did not investigate the effects of different turbu-
lence models on the prediction of the CFD code.

To obtain accurate numerical results, the computational grid
must be sufficiently refined. A coarse mesh can lead the solver to
converge to a misleading result; however, over-refinement of the
computational grid can lead to unneeded computational expenses.
Therefore, it is necessary to study grid refinement to determine the
appropriate grid size. Moreover, computational grid type and grid
quality have a significant impact on the quality of numerical re-
sults and computational expenses needed to obtain these results.
In this study a novel technique is used that leads to a very high
mesh quality and accelerates the flow solver convergence rate; it
also makes the particle trajectory calculations easier and much
faster.

In the present paper, Lagrangian techniques are applied on a PC
sAn Intel 2 GHz processor with computational memory up to 3.35
GB was used in this studyd to model a fully three-dimensional
flow in an industrial helical static mixer: the TAH static mixer
sRobbinsville, NJd with no simplification on the mixer geometry.
The mixer geometrical parameters are shown in Table 1. The solid
material thickness of the mixer is about 22% of each segment
length, which makes the zero thickness assumption of the mixer,
as was done in previous studies, questionable. In addition, the
ratio of the each segment length to the mixer diameter is about
0.846. In other words, the static mixer considered here is very
compact; in a standard Kenics mixer, the segment length is 1.50
times the mixer diameterf20g. The range of Reynolds numbers is
from Re=0.01 up to Re=5000.

The following sectionss1d briefly present the governing equa-
tions and describe the numerical techniques used to obtain the
velocity field and to characterize mixing at various Reynolds
numbers,s2d present results and discussion, ands3d summarize
the outcomes of this work.

Analysis

Governing Equations. For steady incompressible flow, the
mass conservation equation can be written as

]ui

]xi
= 0 s1d

and the momentum conservation equation can be written as

r
]suiujd

]xj
+

]p

]xi
=

]ti j

]xj
+ rgi + Fi s2d

In the absence of a gravitational body force and any external
body force, the two last terms on the right side of Eq.s2d are zero.
The stress tensor,ti j , in Eq. s2d is given by

Table 1 Mixer geometrical parameters

Mixer

Diametersdd 4.80 mm
Segmentselementd length 4.06 mm

Thickness 0.89 mm
Entrance length 9.60 mm

Exit length 9.60 mm

Fig. 1 A six-element static mixer
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ti j = mS ]ui

]xj
+

]uj

]xi
D −
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3
m

]uk

]xk
di j s3ad

Considering the conservation of mass for incompressible flow,
]uk/]xk=0, gives

ti j = mS ]ui

]xj
+

]uj

]xi
D s3bd

Turbulence Model. Although there is no complete and suffi-
cient definition of turbulent flow, it may be useful to describe its
nature. Turbulent flows represent an intrinsically three-
dimensional, time- and space-dependent phenomenon, which have
a large number of spatial degrees of freedom. They carry a wide
range of vorticities from large- to small-scale vorticities, which
have a random nature; of course turbulent flow is a continuum
phenomenon. Turbulent flows are characterized by fluctuating ve-
locity fields. These fluctuations mix transported quantities of
mass, momentum, and energy, and in turn cause the transported
quantities to fluctuate as well. These fluctuations can be of small
scale and high frequency; therefore, they are too expensive to
simulate directly. Different turbulence modeling techniques can be
found in the literature, e.g.,f23–26g. In this study, for turbulent

casessRe=3000 and Re=5000d, the three-dimensional, steady
state Reynolds-averaged, Navier-Stokes equations are solved. The
momentum equation can be written as

r
]suiujd

]xj
=

]

]xj
FmS ]ui

]xj
+

]uj

]xi
D −

2

3
m

]uk

]xk
di jG −

]p

]xi
+

]

]xj
s− rui8uj8d

s4ad

For the incompressible flow, Eq.s4ad is reduced to the following:

r
]suiujd

]xj
=

]

]xj
FmS ]ui

]xj
+

]uj

]xi
DG −

]p

]xi
+

]

]xj
s− rui8uj8d s4bd

The Reynolds stresses, −rui8uj8, must be modeled in order to
close the set of equations. A common method employs the Bouss-
inesq hypothesis to relate the Reynolds stresses to the mean ve-
locity gradients. The alternative approach is to solve transport
equations for each of the terms in the Reynolds stress tensor,
known as Reynolds stress modelsRSMd f27–30g. Details regard-
ing these two groups of models can be found inf24,26g. In this
study the,k-v, as a Boussinesq approach model,f24,31–33g and
the RSM models are employed to solve the turbulent flow and the

Fig. 2 „a… Computational domain across one helical surface is cut by a large number of parallel planes
perpendicular to the flowfield centerline. „b… Cross-sectional mesh. „c… Volume mesh for one mixing
element
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obtained results are contrasted to each other.
The k-v model, which was introduced by Kolmogorovf31g in

1942, in this study was selected for two reasons. First, thek-v
model is valid all the way to the wall boundary, and thus the
wall-function approach that bridges the gap between the fully
turbulent region and the viscous sublayer is not needed. Turbu-
lence models that rely on the wall-function approach, although
expedient from a computational standpoint, are not suitable for
quantitatively accurate predictions of complex, three-dimensional
flows with strong vorticesf34g. Second, thek-v model has been
validated extensively in complex, three-dimensional shear flows
and has been shown to be superior tok-« type modelsf35,36g.
The k-v model used in this study has been introduced by Menter
in 1994 f37g, which is a modified version of the originalk-v
model of Wilcoxf38g. One problem with the originalk-v model is
that it does not correctly predict the asymptotic behavior of the
turbulence in near-wall regions, because of the fact that the eddy
viscosity is much smaller than the molecular viscosity close to
solid surfacef37g. Menter developed two new versions of the
k-v model. The first model utilized Wilcox’sk-v model in the
inner region of the boundary layer and switches it to the standard
version of thek-« model in the outer region and in free shear
flows. The second model, referred to as shear-stress transport
model or the SSTk-v model, is a modification of the first model.
This model is based on the philosophy underlying the Johnson-
King model f39g, which holds that the transport of the principal
turbulent shear stress is of vital importance in the prediction of
severe adverse pressure gradient flows. This new model does not
consume much more computing time compared to the original
version f37g. The k-v model used in this study is the SSTk-v
model.

In the Reynolds stress model, transport equations are solved for
the individual Reynolds stresses and for another quantity that pro-
vides either a length-scale or a time-scale for turbulence, e.g.,
turbulence energy dissipations«d or specific dissipationsvd. The
individual Reynolds stresses are then used to obtain closure of the
Reynolds-averaged momentum equationf29,30g. The exact form
of the Reynolds stress transport equations may be derived by tak-
ing moments of the exact momentum equation. This is a process
wherein the exact momentum equations are multiplied by a fluc-
tuating property and the product is then Reynolds-averaged. Un-
fortunately, several of the terms in the complete equation are un-
known and modeling assumptions are required in order to close
the equations.

Whenever nonisotropic effects are important we should con-
sider using the RSM. Note that in a turbulent boundary layer the
turbulence is always nonisotropic, but isotropic eddy viscosity
models, such ask-v and k-« models, handle this type of flow
excellently as far as mean flow quantities are concerned. Of

course, ak-« model gives a very poor representation of the normal
stresses. In flows with strong curvature and swirling flows noniso-
tropic effects often are important; therefore, RSM has also been
used to predict the flow properties in the static mixer.

The RSM model contains no Reynolds-number dependence ex-
cept for near-wall treatmentsf26g. The RSM model is primarily
valid for the turbulent core. Consideration therefore needs to be
given as to how to make these models suitable for wall-bounded
flows. One common approach to modeling the near-wall region is
using semi-empirical formulasswall functionsd to bridge the
viscosity-affected region between the wall and the fully turbulent
region. The use of wall functions obviates the need to modify the
turbulence models to account for the presence of the wall. The
wall function proposed by Launder and Spaldingf40g, usually
called the “standard wall function”, has been most widely used for
industrial flows. The use of a wall function decreases the accuracy
of the turbulence model prediction in low Reynolds number flows,
in flows with a high pressure gradient near the wall region, and in
strongly skewed three-dimensional flows. In this study, an en-
hanced wall treatment is employed and therefore, the viscosity-
affected region near the solid wall is entirely resolved all the way
to the viscous sublayer. In order to be able to resolve the laminar
sublayer, the computational grid in the near wall region needs to
be fine enough. The enhanced wall treatment, used in this study, is
based on the work of Chen and Patelf41g and the model intro-
duced by Wolfsteinf42g, which is used to determine the turbulent
viscosity in the viscous sublayer region. A blending function is
used in order to extend the applicability of the method throughout
the laminar sublayer, the fully turbulent region, and the buffer
region between the sublayer and the fully turbulent outer region.

Numerical Simulation

Mesh Generation. Numerical mesh generation is the crucial
initial step of any computational simulation problem. Effective
numerical processes for CFD problems depend on the geometric
modeling, grid generation, and grid quality. Hobbs et al.f19g used
an unstructured grid of 295,999 tetrahedral cells for a six-segment
mixer. Mesh quality tests, if applied, were not mentioned. Based
on the authors’ experiences, a tetrahedral mesh with no sliver cells
for a geometry with highly twisted surface is difficult, if not im-
possible, to generate. The surface mesh shown inf19g includes
surface cells, which can lead to a three-dimensional mesh with
sliver cellsswhich have four, nearly coplanar pointsd. In addition,
there is no report on the study of the mesh density and its effects
on the obtained results; however, Byrde and Sawleyf20g claim
that the grid density needed to obtain realistic results is much
more than the grid density used by Hobbs et al. Byrde and Sawley
used four different mesh densities for a six-segment mixer:
122,880, 376,320, 929,280, and 1,505,280 cells. They used an
H-type mesh in the core of the pipe and an O-type mesh near the
pipe wall f21g. The problem of using O-type mesh is an unneces-
sary concentration of small cells near the center of the pipe. Jones
et al. f22g used a 1,035,125 cell structured mesh for a two-
segment mixer with a long pipe and elbow prior to the mixing
elements. The mesh type, the mesh generation algorithm, and the
mesh density study are not mentioned; however, unnecessary
small cells can be seen in the computational domain. An alterna-
tive to a structured mesh, and the concomitant difficulties, is to
use a high quality unstructured meshf43g. Here, an unstructured
hexagonal meshswhich compared to a tetrahedral mesh is much
more suitable for this kind of problem involving shear flowd was
generated to model the six-element static mixer inside a pipe,
using a code developed by the authors. The geometry was mod-
eled exactly, with no simplifications. To achieve the most accurate
results of the solver, all efforts have been taken to maximize the
quality of the mesh. Instead of the traditional approach of three-
dimensional unstructured mesh generation, in which the solid and
boundary surfaces grid is generated prior to the volume meshing,
here a novel technique is introduced. The flowfield geometry is

Table 2 Mesh quality tests result

Maximum volume ratio 1.000058
Maximum face ratio 1.008443

Aspect ratio 1.0083895–1.008390
Diagonal ratio 0.999999–1.000001

Edge ratio 1.008389–1.009009
Midangle skewness ,0.000001
Equal-size skewness ,0.000001

Table 3 Mesh information for the turbulent flow cases for the
k—v model

Re Number of cells Minimumy+ Maximum y+

3000 2,335,690 0.11 2.96
5000 2,822,681 0.17 4.35
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cut by a large number of parallel planes perpendicular to the pipe
centerlinesx1 directiond. These parallel constant-x1 planes are dis-
tributed uniformly with a distance, sayDs, of each otherfas illus-
trated in Fig. 2sad for one twisted surface equal to the surface of
one mixing elementg. The cross section of each plane is meshed
with an interval size equal to the distance between each two
planes,Ds. Figure 2sbd shows the cross-sectional mesh for two
surfaces that are two parts of originally one cross-sectional circle
cut by the twisted surface. The next step is to mesh the flowfield
volume using these cross-sectional surface meshes. This technique
leads to a high quality mesh, which in turn improves the rate of
convergence of the flow solver. It also, makes the particle tracking

calculations much faster and easier. Figure 2scd shows two helical
mixing elements and the result volume mesh on one mixing ele-
ment. Table 2 shows the results of different mesh quality tests
performed on the generated mesh with 1,043,249 cells, used in
this study for cases where Reø1000.

Here, maximum volume ratio means the ratio of the volume of
the largest cell to the volume of the smallest one. Maximum face
ratio is the ratio of the largest face to the smallest one. The aspect
ratio is the maximum value of the average lengths of the edges in
three coordinate directions in a cell to the minimum value of the
average lengths of the edges in three coordinate directions in that
cell. The diagonal ratio is the ratio of the longest diagonal to the
shortest diagonal of a cell. The edge ratio is the ratio of the long-
est edge to the shortest edge of a cell. The midangle skewness is
defined by the cosine of the minimum angle formed between the
bisectors of the cell faces and is the maximum amount of the
cosines of the three angles computed from the face-bisecting lines
of the cell. Finally, the equal-size skewness is a measure of skew-
ness, which is defined as follows:

Equal-size skewness =sVeq− Vd/V s5d

whereV is the volume of the cell, andVeq is the maximum vol-
ume of an equilateral cell, the circumscribing radius of which is
identical to that of the mesh element. More details about different
computational mesh generation algorithms and different mesh
quality tests can be found inf43,44g.

Considerations for Turbulent Flow. A successful turbulent flow
computation requires a sufficiently fine grid, particularly in re-
gions of shear layers with a large rate of strain. For the problem
studied here, a large portion of computational domain is in the
near-wall region. Depending on the near-wall treatment used in a
turbulent flow simulation, different meshing strategies must be
used. For example, if wall functions are used, an excessively fine
mesh near the walls may increase the error, because the wall func-
tions are not valid in the viscous sublayer. More details can be
found in f24g. A very fine, nonuniform mesh is needed to model
turbulent flows, as used in this study. A standard approach to
measure the fineness of the mesh in the near-wall region is to
monitor the distance of the computational cell centroid from the
solid wall measured in viscous length,y+=yÎr tw/m. For the
methods used in this study, a fine grid withy+ of order of 1 is
desirable in order to obtain an accurate result. Table 3 gives the
information related to the computational grid used in this study for
the k-v model. For the RSM model, values ofy+ are slightly
smaller than the values given in the table.

A uniformly refined mesh leads to an enormous computational
cost. Here, an adaptive mesh approach is used, which adds a grid
node in the center of an existing computational cell and divides
the cell into four new cells. The deviation of orthogonality of the
original uniform grid used in this study is negligible and thus this
approach does not degenerate the mesh.

Solver. The numerical simulation of the flow and mixing in the
helical static mixer has been performed via a two-step procedure.
In the first step, the flow velocity and the pressure are computed.
This has been achieved by the use of a commercial code. These

Table 4 Convergence of pressure drop across the mixer

Iterations

Pressure
drop
ratio

Averaged velocity
ratio at the

sixth element

Averaged vorticity
ratio at the

sixth element

3990 1.000424 1.000291 1.000440
4190 0.999913 1.000028 1.000045
4390 1.000018 1.000103 1.000214
4590 0.999998 0.999998 0.999968
4790 0.999999 1.000002 1.000003
4820 1.000000 1.000000 1.000000

Fig. 3 Residual curves for Re=0.01 „top …, Re=10 „middle …, and
Re=1000 „bottom …
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values are then used as input to the second step that consists of the
calculation of the particle trajectories within the computed flow-
fields and other parameters that are subject of interest in the study
of a mixer performance. This has been achieved by the use of a
code developed by the authors.

Flow Computation. The solver used in this study for the flow
computation part is a commercial code:FLUENT sFluent Inc.,
Lebanon, NHd. The employed solver is a segregated, implicit,
second-order upwindf45g, double precision, finite volume solver.
Using the segregated approach, the governing equations are
solved sequentially. To obtain second-order accuracy, quantities at
cell faces are computed using a multidimensional linear recon-
struction approachf45,46g. Pressure-velocity coupling is achieved
by using theSIMPLEC sSIMPLE-Consistentd algorithmf47g. TheSIM-

PLEC pressure-velocity coupling scheme, part of theSIMPLE ssemi-
implicit method for pressure-linked equationsd family of algo-
rithms f48g, is similar to theSIMPLE procedure, however it has
been shown to accelerate the convergence in problems where
pressure-velocity coupling is the main deterrent to obtaining a
solution. As the convergence criterion, a scaled residualf49g less
than 10−5 is used here.

Boundary Conditions. No-slip boundary conditions are applied
to the solid surface of the static mixer and also at the wall of the
pipe. A constant mass flow rate constraint is applied at the inlet
and outlet boundaries. Different Reynolds numbers for the flow
inside the pipe are obtained by varying the mass flow rate at the
inlet boundary. The velocity profile for fully developed flow in a
pipe sparabolic distribution for laminar flow and one seventh-root
law for turbulent flowd is used at the flowfield inlet. The turbu-
lence intensity is used to specify the turbulent boundary condi-
tions at the flow inlet. The turbulence intensity is equal to 6.99%
for the case of Re=3000, and is 6.56% for the case of Re=5000.
Near solid walls, an enhanced wall treatment, as described above,
is employed for the case of the RSM turbulent model; and for the
k-v model, low-Reynolds-number correction is applied at the
near-wall region.

Particle Tracking. To determine the efficiency of a mixer, it is
necessary to establish means by which the fluid mixing can be
gauged both qualitatively and quantitatively. In the present study,
this was achieved by calculating the trajectories of fluid particles
in the flowfield of the mixer. This method avoids the problem of
excessive numerical diffusion that is observed if the species con-
tinuity equations are solvedf20g.

For a steady flow, the particle trajectories correspond to stream-

lines. Therefore, trajectories are tracked by integrating the vector
equation of motion, using the numerically computed velocity field
as input.

dxi

dt
= ui . s6d

Some care must be taken when integrating the equation that
describes particle motion in order to retain a sufficient degree of
accuracy. Preliminary tests have indicated that while lower-order
schemes appear to provide acceptable results, they accentuate the
problem of lost particles; that is, particles that have trajectories
cause them to be trapped near a solid wall, where the local veloc-
ity is zero, or leave the computational domainf20g. For the results
presented in this paper, a fourth-order Runge-Kutta integration
algorithm with adaptive time-step-size control was employed. In
addition, to avoid problems near stagnation points, the numerical
integration of the streamline equation was performed using a fixed
spatial increment rather than a fixed time step. By this method, the
trajectory of each fluid particle released at flowfield inlet can be
tracked and the particle locations within different cross sections of
the flowfield, e.g., at the end of each mixing element, can be
obtained.

Some considerations are needed in using the results of a steady
state RANS calculation. In turbulent flows, scalar transport and
stirring are the result of both the large-scale coherent vortices and
the broad range of turbulent eddies. RANS modeling procedure
smoothes the flowfield and therefore, particle tracking, using the
statistically stationary mean flow as the advecting velocity field,
does not take into account the effect of small-scale turbulence on
transport. In order to overcome this shortcoming, turbulent Rey-
nolds stresses can be used to generate instantaneous velocity. In
the RANS turbulence modeling approach, information about tur-
bulent fluctuations is contained in the time-averaged Reynolds
stresses of the formui8uj8. Stochastic techniques can be used in
order to generate a random fluctuating velocity field using the
turbulence intensities. These fluctuations are superimposed to the
calculated time-averaged velocity field and create an instanta-
neous velocity fields. Fluid particle tracking is carried out using
this instantaneous flowfield. A considerable amount of work in
random flow generation using the RANS model can be found in
the literature, e.g.,f50–54g; however, in some of these works, the
generated flowfield does not satisfy the requirement of spatial in-
homogeneity and anisotropy of turbulent shear stresses or the gen-
erated flowfield does not satisfy the continuity conservation law
f55g. In this study, a random flow generation technique presented

Fig. 4 The obtained structure radius „left … and the computed pressure drop „right … for Re=100
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by Smirnov et al.f55g is employed. The method is a modified
version of Kraichnan’s techniquef56g and is able to generate a
realistic instantaneous flowfield efficiently.

Furthermore, it was found that the mean velocity has an impact
on the number of lost particles. The mass flow rate can be written
as the following:

ṁ=
pdm

4
Re s7d

For a given geometry, the mass flow rate is only a function of
viscosity for any specified Reynolds number. Therefore, by chang-
ing the values of the working fluid viscosity, different mean ve-
locities can be obtained for the same Reynolds number. For the
case of Re=5000, using thek-v turbulence model, it was found
that by decreasing the magnitude of order of the mean velocity by
four, the number of lost particles decreased by a factor of 0.7158.
It is worthwhile mentioning that this effect is only significant for
high Reynolds numbers. With these considerations, the number of

Fig. 5 Velocity contours „m/s … and the vorticity contours „1/s… for Re=5000 „using the kv
model …
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lost particles was minimized to not more than 7.10%. No attempt
was made to recuperate lost particles by re-injection into the flow-
field, since this may unduly perturb the mixing analysis.

To obtain an accurate evaluation of the mixing, a study of the
trajectories of a large number of particles has been undertaken. At
the entry of the inlet pipe section, 501,740 zero-volume and zero-
mass particles were distributed uniformly over the half-circular
plane of the inlet surface. The diameter of this plane is perpen-
dicular to the front edge of the first mixing element in the pipe.
This is a simplified model for the diametrical feeding of the mixer
with two components fluids. Particle trajectories corresponding to
only one of the working fluids are calculated.

The computational grid consists of constant-x1 planes, which
can be used as buckets. These buckets are used to find the velocity
in each point of flowfield. This search is fast and efficient and
increases the speed of integration code of particle tracking. While
integrating, the time step is chosen based on the axial velocitysu1d
so that the particle currently existing on one constant-x1 plane
falls on the next constant-x1 plane. In the next step, a search is
performed in this new constant-x1 plane to find the nearest neigh-
boring grid points surrounding the particle. Once these neighbor-
ing grid nodes are located, an inverse distance weighted average
function can be constructed to calculate the velocity components
for the particle. Although for the case of turbulent flow regime the
computational grid is not uniform, it is still possible to use the
method mentioned here to track the trajectories of particles by the
use of a tree data structure.

Numerical Solution Accuracy. It is important that the accu-
racy of the numerical solutions be analyzed before confidence in

the predictive ability of the numerical techniques can be justified.
For the present study of mixing under noncreeping flow condi-
tions, there is unfortunately an absence of experimental data suf-
ficiently detailed and accurate to undertake a complete validation
of the numerical results. Comparison with certain experimental
values of the pressure drop across the mixer, measured for the
standard element twist angle, shows very good agreement over a
range of flow conditions; however, good agreement with the ex-
perimental data for such a global measure is not sufficient to guar-
anty accurate simulation of the flow in the complex geometry
f20g. Therefore, a detailed mesh convergence study has indicated
that the computational mesh employed in the present study is
sufficiently refined to provide good numerical resolution. A coarse
mesh is not able to resolve adequately the complex flow behavior
and leads to a considerably large number of lost particles. More-
over, a study conducted using different numbers of particles for
the mixing analysis, has shown that the results are independent of
the number of particles. The use of an inadequate number of par-
ticles to analyze mixing can be misleading and can create a false
impression of good mixing in the presence of the fine flow struc-
ture f20g.

Results and Discussion
Using the numerical method described above, the flow in a

six-element static mixer has been analyzed for a number of dif-
ferent flow conditions. In each case the initial conditions are set so
that the axial velocitysu1d is equal to bulk velocity andu2=u3
=0. Figure 3 shows the residual history for three different Rey-
nolds numbers. The number of iterations required to obtain a con-
verged solution was found to be a function of the flow regime. For
a mesh containing 1,043,249 cells, from 350sfor creeping flows,
Re=0.01d to 610 sfor Re=1000d iterations were necessary to
reach converged results. For turbulent flows, up to 9700 iterations
is needed to obtain a converged solution. The needed computa-
tional time varies from few hourssfor laminar casesd up to couple
dayssfor turbulent casesd. As the convergence criterion, a scaled
residual less than 10−5 for all scalar equations, is used here. Table
4 shows the values of pressure drop across the mixer, area-
weighted average velocities, and area-weighted average vorticity
at the end of the sixth mixing element, nondimensionalized by the
values as predicted from the converged solution, for the case of
the k-v model at Re=3000.

The results obtained were found to vary negligibly once this
condition was reached. For example, for thek-v model at
Re=3000, the convergence criterion of 10−7 was also examined;
no noticeable changes in the flowfield properties, in the number of
lost particles, and also in the particle trajectories, were detected
se.g., the difference between values of the calculated pressure
drop is less than 0.00036%d.

Solution Accuracy Evaluation. For numerical simulations, er-
ror estimation is an important and essential task. The validity of
the obtained results can be examined via various numerical stud-
ies or by comparison with experimental data. In the present study
the available experimental data is the pressure drop inside the pipe
that includes the mixer. Here, the pressure drop is defined as the
absolute difference between the area-weighted average pressure at
the computational flowfield inlet and the area-weighted average
pressure at the flowfield exit. This is an important quantity for
static mixer and provides a measure of the required energy for
using the mixer in the pipeline. The maximum difference between
the measured value of the pressure drop and the computed pres-
sure drop is for the case of Re=5000, using thek-v model
s4.18%d; however, detailed experimental data suitable for compre-
hensive validation purposes are not available. The effects of the
size of the mesh used for the flowfield computations and the in-
fluence of the number of particle trajectories calculated to analyze
the mixing process have been investigated.

In the present study, the computed pressure drop in the pipe

Fig. 6 Images of particle distribution at second element for
Re=1000 „for different released particles number, Np…
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along the mixer and velocity contours at the computational flow-
field outlet are considered. As a quantitative measure of the fluid
mixing, the size of the structures at the flowfield outlet is consid-
ered. The two-dimensional structure radius at a given axial loca-
tion srsd, normalized to the pipe radius, has been defined to cor-
respond to the radius of the largest circle that can be drawn around
a particle of one of the fluid components that does not contain any
particles of the other fluid componentf14g. This structure radius
corresponds to the striation thickness, generally measured experi-
mentally f21g.

Mesh Convergence. Different mesh sizes, which contain
446,489 cells, 613,668 cells, 1,043,249 cells, and 2,210,186 cells,

were used to numerically determine the flowfield. The obtained
velocity field in each case was used to calculate the trajectories of
501,740 particles. Figure 4 presents the structure radiussleftd and
the computed pressure dropsrightd values for each of these
meshes for Re=100. As the computational mesh is made finer, the
results for both the structure radius and the pressure drop show
convergence. The difference in the computed pressure drop for the
coarser mesh with 613,668 cells and the finer mesh with
1,043,249 cells is 7.16%; however, the difference between the
obtained structure radiuses for these two meshes is 21.43%.
Therefore, the general behavior of the flow is not as dependent on
the mesh density as the mixing process is. However, for a mesh

Table 5 Mean axial velocities and velocity magnitudes „m/s …

Averaged axial velocity Averaged velocity magnitude

Re Second Fourth Sixth Second Fourth Sixth

1 0.000278 0.000278 0.000278 0.000307 0.000307 0.000306
10 0.002777 0.002779 0.002123 0.003078 0.003077 0.002457
100 0.027689 0.027698 0.021245 0.038384 0.037648 0.029405
1000 0.275793 0.2761991 0.2125812 0.5210491 0.4995831 0.4377990

Fig. 7 Velocity field at second, fourth, and sixth elements
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with 2,210,186 cells, the variation of obtained results is negligible
compared to the results obtained using a mesh with 1,043,249
cells. In addition. for the case of Re=10, the difference in the
computed pressure drop for the coarser mesh with 613,668 cells
and the finer mesh with 1,043,249 cells is 8.26%, and the differ-
ence between the obtained structure radius is 38.46%. This is in
agreement with the results obtained by Byrde and Sawleyf21g.
Moreover, the mesh size has a significant impact on the number of
lost particles. The number of lost particles is reduced by using a
finer mesh, e.g., for the case of Re=10, the number of lost par-
ticles for the finer meshswith 1,043,249 cellsd is 90.06% of the
number of lost particles for the coarser meshswith 613,668 cellsd.

Figure 5 shows the velocitysleftd and vorticitysrightd contours
for Re=5000, predicted by different grids with 1,478,334,
2,086,955, and 2,822,681 cells, respectively, from top to bottom.
The pressure drops across the mixer predicted using grids contain-
ing 1,478,334 and 2,086,955 cells are 91.19% and 98.33% of the

Table 6 Maximum velocity at the sixth element and total drop
in pressure, predicted using different turbulence models

Maximum velocity at the end of the sixth element

Re=3000,k-v model 1.88 m/s
Re=3000, RSM model 1.81 m/s
Re=5000,k-v model 3.11 m/s

Re=5000, RSM model 2.92 m/s

Pressure drop in the flow

Re=5000,k-v model 48,758 Pa
Re=5000, RSM model 47,620 Pa

Experimental data 46,800 Pa

Fluid properties

Density srd 1000 kg/m3

Viscosity smd 0.001 kg/m s

Fig. 8 Velocity field calculated by k–v „left … and RSM „right … models

Fig. 9 Particles’ locations at second, fourth, and sixth elements „Re=0.01…
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pressure drop predicted using a mesh with 2,822,681 cells. The
obtained results do not change noticeably after that.

Number of Particles. Different numbers of particlessNp=457,
1,208, 7,728, 31,180, 195,784, 501,740, 784,272, and 1,225,784d
were used to analyze the mixing. By increasing the number of
particles released at the flowfield inlet, it is possible to discern
finer structures and thus quantify the mixing efficiency with a
higher precision. Figure 6 shows the influence of the number of
particles released at the flowfield inlet from the reference point of
a stationary observer. A relatively smallNp gives the impression
that a high level of mixing has been achieved at the exit of the
mixer. As theNp is increased, the presence of the striations asso-
ciated with the mixing process is more and more evident. It can be
seen that 501,740 particles at the flow inlet can give a correct
image of mixing; although using a higher value forNp leads to a
more pronounced mixing pattern, but the difference between the
obtained results is not that significant to justify the long CPU time
needed for calculations.

Obtained Numerical Solutions.

Flowfield Parameters. The velocity fields for each Reynolds
number were obtained. The cross-sectional velocity fields are il-
lustrated in Fig. 7, which show the cross-sectional projection of
the velocity vectors at the end of the second, the fourth, and the
sixth elements, respectively, from left to right, and correspond to
Re=1,Re=10,Re=100, and Re=1000, respectively, from top to
bottom. To obtain clear images, the length scale of the product of
the velocity vector and the Reynolds number in each case is set to
a constant. The cross-sectional velocity fields for Re=1,Re=0.1,
and Re=0.01snot shown in hered are almost identical. Different
flow patterns for creeping, laminar, and turbulent flows can be
seen. In addition, it is observed that after the second element, four
velocity zones are created. These zones combine together and cre-
ate two velocity zones, as the flow passes through the mixer. The

transition from four zones to two zones occurs sooner, when the
Reynolds number is increased. Using water propertiessr
=998.2 Kg/m3 and m=0.001003 Kg/m sd, the velocity fields
were obtained for Re=1,Re=10,Re=100, and Re=1000. Values
of mean axial velocities and mean velocity magnitudes at different
flow cross sections are shown in Table 5.

As expected from the conservation of mass law, the averaged
axial velocity is proportional to Reynolds number, and it is the
same for each case at the end of the second and the fourth mixing
elements. At the end of the last element, the averaged axial veloc-
ity is decreased as the flow cross section is increased. As can be
seen, the ratio of the averaged axial velocity to the averaged ve-
locity magnitude is about 0.9 for Re=1 and Re=10 at all flow
cross sections, while it is about 0.7 for Re=100, and it is about 0.5
for Re=1000. Therefore, the cross-sectional component of the ve-
locity vectors is increased as the Reynolds number increases,
which can lead to a higher degree of mixing.

The velocity fields at the end of the sixth mixing element, ob-
tained by usingk-v sleftd and RSMsrightd turbulence models, are
shown in Fig. 8 for Re=3000stopd and Re=5000sbottomd. Re-
sults of both models are very similar; however, they are not iden-
tical. Table 6 shows the maximum velocity obtained by each
model at the end of the sixth element and also the pressure drop
from the flow inlet to the flow outlet, and the existing experimen-
tal data for the pressure drop. The fluid properties used to obtain
these results are shown in this table. The maximum difference in
calculated velocities is 6.37% for the case of Re=5000. For the
case of Re=5000, thek-v model overestimates the pressure drop
by 4.18%, and the RSM model overestimates the pressure drop by
1.75%.

Using the same initial conditions and the same convergence
criteria, the number of iterations needed using the RSM turbu-
lence model to converge is 3.34 to 4.34 times of the iterations
needed using thek-v model to converge. Furthermore, memory

Fig. 10 Particles’ locations at second, fourth, and sixth elements „Re=0.1…

Fig. 11 Particles’ locations at second, fourth, and sixth element „Re=1…
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needed by the RSM model is 1.11 times of needed memory using
the k-v model. It was also observed that the CPU time per itera-
tion needed by the RSM model is 1.19 times of the CPU time
needed using thek-v turbulence model; however, it has been
noted that the RSM inFLUENT requires 50–60% more CPU time
per iteration compared to thek-v andk-v models, and also 15–
20% more memory is neededf57g.

Particles Trajectories. The trajectories of particles injected into
the mixer from the top half of the flow inlet have been calculated.
The plots of the positions of fluid particles at the end of the sec-
ond, the fourth, and the sixth elements, respectively, from left to
right, shown in Figs. 9–16, illustrate the redistribution of the re-
leased particles via the combined effects of flow division and
reversal, resulting in stretching and folding of the observed struc-
tures. Separated islands are distinguishable after the flow passes
the second mixing element. Increasing the Reynolds number
breaks these few large islands into several smaller islands.

The islands, observed after the second elements in low Rey-
nolds number flows, are divided to narrow line shape regions
when flow passes the fourth element, which can be still recog-
nized after the sixth element at the lower Reynolds number.
Again, increasing the Reynolds number breaks the separated areas
and therefore increases the mixing of fluid particles in the same
cross-section.

The particles’ distributions at the end of the sixth mixing ele-
ment, obtained by usingk-v sleftd and RSM srightd turbulence
models, are shown in Fig. 17 for Re=3000stopd and Re=5000
sbottomd. Results of both models are similar, however, they are
not identical.

G-value. About sixty years ago, Camp and Steinf58g developed
the root-mean-squareG-value to quantify the mixing in turbulent
flocculation basins by analogy with the shear rate in a simple,
one-dimensional, laminar shear flow: the Couette flow. The

G-value became a universal measure of mixing in the following
decades. However, it has been demonstrated that the original deri-
vation of the G-value was flawed for three-dimensional flows
f59,60g and cannot be universally applied to different types of
mixers or different size mixers. Nonetheless, theG-value remains
entrenched in the engineering literature and continues to be used
f22g. Because of that and also because it can be calculated easily,
it is not entirely futile to use the obtained numerical results to
calculate theG-value and explore it. For any in-line mixer, the
G-value is calculated based on the energy losses that occur in the
mixer as follows

G-value =SQDp

mVm
D1/2

s8d

For the static mixer studied here, Eq.s8d can be written as

G-value =
1

2
SpD

Vm
D1/2SReDp

r
D1/2

s9d

Figure 18 shows the calculatedG-values for different flow con-
ditions. As can be seen, theG-value increases as the Reynolds
number increases. In addition, the rate of increasing of the
G-value is enhanced when the Reynolds number increases, sug-
gesting that the helical static mixers are not very energy efficient
in turbulent flows.

As can be seen from Eq.s9d, for a given geometry and a spe-
cific Reynolds number, theG-value is a function of material den-
sity and the pressure drop of the flow in the mixer. The density of
the material used here to calculate theG-value is 103 kg/m3. For
the case of Re=1000,G-value is 29,279,317.3570 s−1; however,
for a material with a density of 104 kg/m3, the G-value is
292.7856 s−1 sfor the same Reynolds numberd, which is 10−5

Fig. 12 Particles’ locations at second, fourth, and sixth elements „Re=10…

Fig. 13 Particles’ locations at second, fourth, and sixth elements „Re=100…
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times smaller than the first value.

Particle Distribution Uniformity. The perfect mixing of two
fluids can be defined as a uniform distribution of all fluid particles
in the flowfield cross section. Based on this concept, a new pa-
rameter is introduced to quantify the degree of mixing. First, as-
sume that the cross section of the flow is divided into very small,
plane sectors identical in shape and size. IfNs is the total number
of plane sectors, andNsid is the number of particles placed in the
ith sector, then theparticle distribution function of the first kind
for the ith sector is given by

pd1sid =

UNp

Ns
− NsidU
Np

s10d

If the particles are distributed uniformly at the flow cross sec-
tion, the value ofpd1sid is zero for all the sectorssi =1,Nsd. If all
particles placed in only one sectorpd1sid=1−1/Ns for that sector
and it is 1/Ns for the rest. Thus, 0øpd1sidø1−1/Ns, because of
Nsù2. However, these are two extreme cases.

Now assume the flowfield cross section is divided into equal
angles by a large number, sayNl, of symmetry lines. If the number
of particles on the left side of theith symmetry line isNLeftsid, and
the number of particles on the right side of this line isNRightsid,
then theparticle distribution function of the second kindfor the
ith symmetry line is given by

pd2sid =
uNLeftsid − NRightsidu

Np
s11d

If the distribution of the particles is uniform,pd2sid=0 for
i =1,Nl. If all the particles are placed between two consecutive
symmetry lines, thenpd2sid=1 for i =1,Nl.

Using the particle distribution functions of the first and the

second kind, theparticle distribution uniformity sPDUd can be
defined as

PDU = 11 −
1

2S1 −
1

Ns
D o

i=1

Ns→`

pd1sid2S1 −
1

Nl
o
i=1

Nl→`

pd2sidD
s12d

This function varies between zerosa completely nonuniform
distribution of particlesd and onesa totally uniform distribution of
particlesd. It is worthwhile noticing that to obtain a meaningful
value forPDU, Ns should be smaller or equal toNp andNl should
be smaller or equal to12Np; also, each of theNs andNl should be
greater than or equal to 2. The calculatedPDU values for different
flow conditions and at the different flowfield cross sectionssat the
end of the second, the fourth, and the sixth mixing elementsd are
shown in Fig. 19 forNp=501,740. ThePDU values obtained for
Re=0.01 and Re=0.1snot shown in the figured are very close at
the same cross sections. ThePDU values obtained for Re=0.01
are very close to these values for Re=0.1snot shown in the figured
at each flow cross section. For the case of Re=10, thePDU value
decreases at the end of the last mixing element. For Re=0.01, the
PDU is slightly less than 0.7 at the end of the second mixing
element. By increasing the Reynolds number from 0.01 to 1, and
from 1 to 10, and also from 10 to 100, thePDU value at the end
of the second element is found to decrease. As the flow passes
through the mixer, thePDU value slightly decreases at the fourth
mixing element for creeping flows and it increases again at the
end of the last mixing element. For laminar flows,PDU values
increase upon increasing the number of the mixing elements. It is
recognized that by changing the flow pattern from creeping flow
to a higher Reynolds number laminar flow, the rate of increasing
of thePDU value is also increased. It can be seen that by increas-

Fig. 14 Particles’ locations at second, fourth, and sixth elements „Re=1000…

Fig. 15 Particles’ locations at second, fourth, and sixth elements „Re=3000… k–v model
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ing the Reynolds number from Re of the order of 101 to Re of the
order of 102, the rate of increase ofPDU values, based on the
number of mixing elements, increases. This suggests that the he-
lical static mixer is more efficient for these Reynolds numbers
compared to creeping flows, as it was discussed by Byrde and
Sawleyf20,21g. Helical static mixer behavior is different for Re
=10 and Re=1000. Although thePDU increases from the second
mixing element to the fourth element, at the end of the last mixing
element,PDU decreases. For Re=10, thePDU value at the end of
the last element is even less than thePDU at the end of the second
mixing element, which is in contrast with the mixer behavior for
all other flow Reynolds numbers. It suggests that helical static
mixers are less effective for very low Reynolds numberslaminard
flows.

Figure 20 shows the values ofPDU at the fourth mixing ele-
ment for different Reynolds number from Re=0.01 to Re=5000
using the RSM model for turbulence cases. As can be seen, the
values ofPDU is almost the same for creeping flows, it increases
as the flow pattern changes from creeping flow to laminar flow

and again when from laminar flow to turbulent flow. By increas-
ing the Reynolds number in laminar flows, thePDU increases,
however, the high rate of changes ofPDU values is around Rey-
nolds number of the order of 102. The values ofPDU increase in
turbulent flow regime, by increasing the Reynolds number.

Figure 21 compares thePDU values for Re=3000, predicted by
thek-v and the RSM models. These two models do not predict the
same value forPDU; however, the results are close to each other.
The maximum different, which is 3.65%, occurs at the second
mixing element.

If the velocity field obtained by a steady state RANS model is
used to predict the particle redistribution in flow cross section,
without applying stochastic techniques to generate an instanta-
neous velocity field, then the predictedPDU values will be up to
9% different from those predicted using the instantaneous velocity
field generated by stochastic techniques.

As expected, thePDU value is only a function of the Reynolds
number for a specific mixer. The density of the material used here
to calculate thePDU value is 103 kg/m3. For a material with a

Fig. 16 Particles’ locations at second, fourth, and sixth elements „Re=5000… k—v model

Fig. 17 Particles’ locations calculated by k—v „left … and RSM „right …
models
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density of 104 kg/m3, for Re=1000,PDU value changes by 0.2%.
The PDU value is also changed, when the accuracy of the solver
is changed. For example, for the case of Re=100, the calculated
PDU value at the fourth mixing element is 28% larger when the
second-order flow solver is used compare to the calculatedPDU
value based on the obtained results of the first-order flow solver.
Moreover, it may worthwhile noting that the obtainedPDU value
is not very sensitive to the value ofNp, whenNp is large enough.
For example, forNp=195,784, 501,740, and 784,282, the obtained
values forPDU at the end of the second mixing element for Re
=1000 are 99.7%, 99.8%, and 100%, respectively, of the calcu-
lated PDU value when Np=1, 225,784. However, forNp
=31,180, the obtained value forPDU is 97.4% of the calculated
PDU value whenNp=1,225,784,784.

Conclusion
Performance of an industrial helical static mixer was studied

efficiently on a PC. Comparison with certain experimental values
of the pressure drop across the mixer measured for the standard
element twist angle shows very good agreement over a range of
flow conditions. However, it is emphasized that further validation
is required to quantify the accuracy of mixing patterns predicted;
it can be achieved when detailed experimental data is available
and when more realistic turbulence models such as large-eddy
simulation and direct numerical simulation methods, are applied
to the problem.

The effect of Reynolds number on mixing in creeping flow is
minimal. In laminar and turbulent flows, the Reynolds number has
a major impact on the performance of a static mixer; for low
Reynolds number flows, most of fluid particles are separated,
whereas, for higher Reynolds number flows, increased mixing of
fluid particles occurs. Comparisons between the results obtained
by k-v and RSM turbulent models show that thek-v has enough

Fig. 18 G-value calculated for Re=0.01, 0.1, 1, 10, 100, 1000,
3000, and 5000

Fig. 19 PDU values calculated for Re=0.01, 1, 10, 100, and
1000, at the second, fourth, and sixth mixing elements

Fig. 20 PDU values for Re=0.01, 0.1, 1, 10, 100, 1000, 3000,
and 5000 at the fourth mixing elements

Fig. 21 PDU values at the end of even numbered mixing ele-
ments „Re=3000…
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accuracy to capture the main aspects of mixing flows, while it is
computationally much less expensive than the RSM model.
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Nomenclature
Fi 5 external force vectorsi =1,2,3d
ṁ 5 mass flow rate

Np 5 particles released at the flowfield inlet
PDU 5 particle distribution uniformity

Q 5 volumetric flow rate
Re 5 Reynolds numbers=rUd/md
U 5 bulk velocity
V 5 grid cell volume

Vm 5 mixer volume
d 5 pipe diameter

Ds 5 computational grid interval size
g 5 acceleration due to gravity
k 5 turbulence kinetic energy
p 5 pressure

pd1sid 5 particle distribution function of the first kind
si =1,… ,Nsd

pd2sid 5 particle distribution function of the second
kind si =1,… ,Nld

rs 5 structure radius
ui 5 velocity vectorsi =1,2,3d
xi 5 position vectorsi =1,2,3d

di j 5 Kroncker delta
« 5 turbulence energy dissipation
m 5 molecular viscosity
r 5 density

−rui8uj8 5 Reynolds stressessi , j =1,2,3d
ti j 5 stress tensorsi , j =1,2,3d
tw 5 wall shear stress
v 5 specific dissipation
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Influence of Bulk Fluid Velocity on
the Efficiency of
Electrohydrodynamic Pumping
The efficiency of conversion of electrical power into fluidic power in an electrohydrody-
namic (EHD) pump depends on the bulk fluid velocity. An analytical formulation is
developed for calculation of the efficiency of an EHD pump, with and without the pres-
ence of a superimposed flow due to an externally imposed pressure gradient. This for-
mulation is implemented into a numerical model, which is used to investigate the effect of
bulk fluid velocity on the efficiency of the EHD action. In particular, the net flow due to
the combined action of EHD and a positive or negative external pressure gradient is
computed. Both ion-drag pumps and induction EHD pumps are considered. Pumps based
on the ion-drag principle that are studied include a one-dimensional pump, a two-
dimensional pump driven by a stationary potential gradient, and another driven by a
traveling potential wave. Two-dimensional repulsion-type and attraction-type induction
pumping caused by a gradual variation in the electrical conductivity of the fluid is also
investigated. The efficiency of EHD pumps exhibited a strong dependence on bulk fluid
velocity: for the two-dimensional steady ion-drag pump, for example, the efficiency in-
creased from less than 2% to 22% under the influence of an external pressure gradient.
The corresponding increase in efficiency for a two-dimensional repulsion-type EHD
pump was from 0.26% to 24.5%.fDOI: 10.1115/1.1899173g

Introduction
ElectrohydrodynamicssEHDd as a means of pumping fluids has

been under investigation for several decadesf1–5g. However, the
low efficiency of conversion of electrical power into fluid power
has limited the implementation of EHD pumps in practical appli-
cations. Recent developments in microfluidics have led to a re-
newed interest in EHD pumps mainly because of their potential
for miniaturization, absence of moving parts, and the resulting
high reliability. Miniature ion-dragf6,7g, induction EHDf8,9g and
electro-osmoticf10,11g pumps have been investigated. However,
the efficiency of these devices, seldom greater than 5% and often
less than 1%, continues to be a critical issue of concern.

The efficiency of an EHD pump strongly depends on the bulk
fluid velocity. Specifically, if an ion-drag pump is operated under
an external pressure gradient, causing flow in the same direction
as the EHD pump, the efficiency of conversion of electrical power
to fluid power is higher than if the external pressure gradient were
not presentf12g. Conversely, an external pressure gradient in the
opposite direction causes a decrease in EHD pumping efficiency.
This effect can be used to advantage. For instance, EHD pumping
could be used as a booster for existing flow inside pipes or chan-
nels. The main pumping action would be carried out by an exter-
nal pump, while the EHD action helps to increase the fluid veloc-
ity. Control of local heat transfer in specific regions or tubes in a
heat exchanger, for example, by this means could be of great
advantage in specific applications.

Several studies have considered the efficiency of EHD pumps
f13–15g. Most, however, have focused on the effect of the electri-
cal properties of the fluid on the efficiency of conversion of elec-
trical power to fluidic power. The role of bulk fluid velocity in
increasing the efficiency of EHD pumps has not received much
attention. The study of Bondar and Bastienf12g appears to be the
only one that has identified the potential increase in the efficiency
of EHD action due to increased bulk fluid velocity.

A transient, three-dimensional model of electrohydrodynamics,
capable of solving coupled charge transport and Navier–Stokes
equations, was recently developedf16,17g. This model is used
here to study the effect of bulk fluid velocity on the efficiency of
conversion of electrical power into fluidic power in an EHD
pumping device. One-dimensionals1Dd and two-dimensional ion-
drag pumps actuated using a stationary potential gradient as well
as a traveling potential wave are studied. Attraction- and
repulsion-type induction EHD pumps are also considered.

Previous Studies
A few studies in the literature have dealt specifically with the

efficiency of EHD pumps. Crowleyf13g studied the efficiency of
EHD induction pumps which use the electrical conductivity jump
at the interface between different fluids for inducing charges. This
study was confined to the attraction mode, where fluid motion is
in the same direction as the traveling potential wave. This would
occur when the electric field strength is higher in the fluid with the
smaller electrical conductivity. Flow between two parallel plates
was studied. Layers of two nonmixing fluids with different elec-
trical properties were present between the plates. A traveling po-
tential wave was applied to the plate which was in contact with
the fluid of lower electrical conductivity. The other plate was
grounded. An analytical expression was derived for the efficiency
of the pump, as a ratio of the product of average shear stress at the
interface and velocity of the interface to the time-averaged elec-
trical power input. The effect on pump efficiency of various pa-
rameters was analyzed using the expression derived. The effi-
ciency was indicated to be high under the following conditions:
the charge relaxation time in the less-conducting fluid is smaller
than the time period of the potential wave; the more conducting
fluid is highly conductive; and the less-conducting fluid layer is
thin, with thickness much smaller than the wavelength of the po-
tential wave.

Bondar and Bastienf12g presented experimental results on the
effect of bulk fluid velocity on the efficiency of EHD. Ions were
generated by corona discharge from a moving pointed electrode
attached to a steel rod. The force due to electrical interaction
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between the charges and the rod caused a variation in the accel-
eration of the steel rod. The resultant change in velocity was mea-
sured using an opto-electronic detector. This experiment was per-
formed without and with a pressurized air stream, with the
efficiency reaching 2.6% and 7.5% under the former and latter
conditions, respectively. This compared to an efficiency of less
than 1% without the pressurized air and moving electrode. The
efficiency increase was also found to be independent of the elec-
trical power input to the corona discharge. They also presented an
integral equation for the efficiency of a steadysconstant voltage
drop and charge sourced EHD pump. Assuming negligible viscous
losses in the ionization region, it was shown that the efficiency of
EHD can be changed solely by the bulk fluid velocity, without
changes in the electrical parameters.

Crowley et al.f14g conducted a theoretical study on the effect
of fluid properties on the efficiency and flow rate of a two-
dimensional ion-drag EHD pump. Variations in electric field due
to the space charge effect were neglected, and the electric field
was assumed to be uniform throughout the pump. This facilitated
an analytical solution of the governing equations. The efficiency
of the EHD pump was defined ash=1/s1+ad, wherea is given
by a=mE/v+sE/qv. These expressions were obtained from a
simplified consideration that the efficiency was equal to the ratio
of the electrical power input if fluid mobility and conductivity
were zero, to the actual electrical power input, i.e.,h
=qvAVe/ sqvAVe+mqAEVe+sAEVed. It was concluded that low
electrical conductivity and low ion mobility lead to high effi-
ciency. Limits on flow velocity in an ion-drag EHD pump due to
several different factors were also identified. These factors are
charge decay by charge conduction and ion mobility, friction
forces for laminar and turbulent flow, and breakdown of fluid at
high electric fields. Low fluid viscosity and high permittivity were
also suggested to lead to high flow rates.

Seyed-Yagoobi et al.f15g presented a theoretical model of
steady 1D EHD pumping. Current due to conduction, mobility,
and convection of charges was accounted for in the governing
equations for EHD. For a 1D flow the EHD equations can be
solved without recourse to Navier–Stokes equations. This is be-
cause there are no pressure gradients or viscous losses in a 1D
flow and hence the flow velocity is the same everywhere. The
charge transport equation was solved numerically to obtain elec-
tric field and charge density distributions which were then used to
calculate efficiency. Results were presented in terms of three non-
dimensional numbers: Electric Reynolds number ReE,=«v /sL,
Electric slip numberEsl=mVe/vL, and Electric source number
Es=qeL

2/«Ve; ReE, is the ratio of free-charge relaxation time of
the fluid s« /sd to the time which characterizes system dynamics
sL /vd, Esl represents the relative motion of charges compared to
the bulk fluid velocity, andEs indicates the influence of space
charge on the electric field. The Electric Reynolds number ReE, is
also indicative of the efficiency of energy conversion. For a steady
1D EHD pump with an applied voltage difference across a domain
and a constant known charge density upstream of the domain, the
efficiency of the pump was given byh=0.5sEc

*2 −Ee
*2d / sReE,Ec

*

+Esrc
* −EsEslrc

*Ec
*d, where Ec

* and Ee
* are the nondimensional

electric fields downstreamsat collectord and upstreamsat emitterd
of the domain andrc

* is the nondimensional charge density down-
stream of the EHD pump. The quantitiesEc

* , Ee
* , and rc

* were
obtained from numerical analysis. For given values ofEsandEsl,
efficiency was shown to increase with ReE,. The efficiency was
higher for low values ofEsl, which corresponds to low mobility,
small voltage difference, or large fluid velocity.Es was shown to
be important only at low values of ReE,. It was thus concluded
that low mobility, low conductivity, and high permittivity all lead
to higher efficiency.

Most of the related studies in the literature have focused on the
effect of electrical properties of the fluid on EHD efficiency. To
the authors’ knowledge, Bondar and Bastienf12g reported the

only study which identified bulk fluid velocity as a significant
parameter in determining the efficiency of EHD. Moreover, the
theoretical and numerical analyses in past studies have been lim-
ited to very simplified systems, with simplifying approximations
frequently made in the governing equations. This was necessitated
due to the inability to solve coupled charge transport and Navier–
Stokes equations in these studies, which is required to calculate
the efficiency of an EHD system.

A theoretical model for EHD pumping is developed below, fol-
lowing which the numerical analysis approach is described, in-
cluding model validation results. The variation of the efficiency of
a number of EHD pump configurations is then explored as a func-
tion of bulk fluid velocity.

Theoretical Analysis
A methodology for the calculation of efficiency of EHD pump-

ing is developed. Alternative definitions for the efficiency of an
EHD pump in the presence of an externally imposed bulk fluid
velocity are presented. General integral equations are derived for
both definitions of efficiency, and then simplified for the particular
systems considered here.

Governing Equations. Magnetic induction due to moving
charges is assumed to be negligible in the following discussion,
which means the electric fieldE is irrotational. Gauss’s law can be
written in terms of the electric potentialFsVd as

q = − = · s« = Fd s1d

Conservation of chargeq, in the absence of any charges due to
species reaction, is given by

]q

]t
+ = ·J = 0 s2d

Here,J, the current density vector is given by

J = sE + qv + qmE − D = q s3d
The four terms on the right hand side of Eq.s3d represent current
due to conduction, convection, ionic mobility, and diffusion of
charges, respectively. A detailed explanation of these terms is
available inf16,17g. Current due to diffusion of charges is gener-
ally negligible, as the diffusion Peclet number is generally much
greater than unity, as is assumed in the following analysisf15g.
Otherwise, current due to charge diffusion can be significant and
should not be neglected.

Combining Eqs.s2d and s3d, the charge transport equation can
be written as

]q

]t
+ = · sqvd = = · ss = Fd + = · sqm = Fd s4d

The continuity and Navier–Stokes equations which describe the
fluid flow are given below. The Navier–Stokes equations are
modified to include pressure generation due to Coulomb forces.

Continuity:
]r

]t
+ = · rv = 0 s5d

Navier – Stokes:
]rv

]t
+ sv · = dv = − = p + = · ti j + rf − q = F

s6d
Body forcessother than Coulomb forcesd are assumed negligible
in the following analysis. The charge transport Eqs.s1d ands4d are
solved along with the fluid transport Eqs.s5d ands6d via a numeri-
cal analysis to obtain the distribution of potential and charge, as
well as the flow characteristics. The electrical and fluidic equa-
tions are coupled due to the presence of the charge convection
term in the charge transport equation and the Coulomb force term
in the Navier–Stokes equations.
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Efficiency Calculation. The efficiency of a steady-state EHD
pump will be shown by the following analysis to vary with bulk
fluid velocity. An expression for the efficiency of a general
ssteady/transientd EHD pump is then derived, and is subsequently
simplified for the different pumps considered.

In a steady-state system, the electrical power input to an EHD
pump is given by

Pi =EEE
sVold

vion ·dFE, s7d

HerePi is input selectricald power,vion is velocity of the ions and
dFE, is electrical force acting on a unit volume of the domain. The
electrical force on a unit volume can be further written asdFE,
=Edq, wheredq is charge density in that unit volume. Hence, Eq.
s7d can be written as

Pi =EEE
sVold

vion ·Edq s8d

The mechanical power output from the EHD pump,Po, can be
written as

Po =EEE
sVold

vfl ·dFm s9d

Here,vfl is bulk velocity of the fluid anddFm is that component of
the force which contributes to useful work.

The bulk velocity of the ions is related to the velocity of the
fluid. When the ions are in equilibrium with the fluid, i.e., when
the difference in bulk velocities of the ions and the fluid depends
only on local electric fieldsas would happen when there are no
external sources of ions in the domain, i.e., charges are not being
created or destroyed due to induction or chemical reactionsd, this
relation can be expressed as

vion = vfl + vdrift s10d

Here vdrift is the drift velocity of the ions and is given byvdrift
=mE. It should be noted that in the absence of free electrons,
external sources of ions or diffusion, the equation for current den-
sity fEq. s3dg reduces toJ=qvfl +qmE. Dividing this equation by
charge densityq results in Eq.s10d.

The efficiency of an EHD pump can therefore be written as

hE, =
Po

Pi
=

EEE
sVold

vfl ·dFm

EEE
sVold

vion ·dFE,

s11d

If it is assumed thatdFm=dFE,, which implies that there are neg-
ligible losses due to frictional forces and viscous effects, the effi-
ciency is given by

hE, =

EEE
sVold

vfl ·dFE,

EEE
sVold

svfl + vdriftd ·dFE,

s12d

This expression was first presented by Bondar and Bastienf12g. It
can be further rewritten as

hE, =
vfl,wa

vion,wa
=

1

1 + vdrift,wa/vfl,wa
s13d

in which vfluid,wa, vion,wa, andvdrift,wa refer to the weighted average
of fluid, ion and drift velocities with respect to the electric force
density.

Equations13d suggests that the efficiency of an EHD pump is
related to bulk fluid velocity in the pump. No assumption was
made in this analysis regarding the source of this fluid velocity. It
may be solely due to the EHD action or may be brought about by
an external pressure gradient. In fact, Eq.s13d suggests that the
efficiency of an EHD pump can change radically without a change
in the electrical conditions of the pump. The pump efficiency
would increase with an increase in the fluid bulk velocitysif it is
in the same direction as the drift velocity of the ionsd and vice
versa.

The instantaneous electrical power inputPi to any EHD pump
can be written as

Pi =EEE
sVold

dV · I =E E ·JdVol s14d

The above integral would be carried out over the entire region
which has a current path to any of the powered electrodes. Intro-
ducingJ=sE+qv+qmE in the above equation yields

Pi =E E · ssE + qv + qmEddVol s15d

In Cartesian coordinates, Eq.s15d reduces to

Pi =EEE fss + qmdsEx
2 + Ey

2 + Ez
2d + qsExvx + Eyvy

+ Ezvzdgdxdydz s16d
The mechanical work done by an EHD pump causes a pressure

gradient in the fluid, which changes its velocity. For a fluid al-
ready in motion, the velocity would increase if the Coulomb
forces are in same direction as the existing flow, and would de-
crease otherwise. The pressure gradient is balanced by viscous
forces in the fluid and friction forces at the fluid-solid interfaces
which act to retard the flow. Hence the mechanical power output
Po of an EHD pump is given by

Po =E ss ·vdEHD − ss ·vdNo EHDdS s17d

in which s is the stress vector. Subscript “EHD” in the equation
refers to flow due to combined action of EHD forces and external
pressure gradient, while subscript “No EHD” refers to flow solely
due to external pressure gradient. The above integral is executed
over the boundary of the domain. The retarding forces are re-
flected in the velocity gradients in the fluid. Pressure and viscous
stresses can be written assij =−ptotdi j +mvissvi,j +v j ,id, whereptot is
total pressure drop,mvis is viscosity of the fluid anddi j is the
Kronecker delta vector,di j =h 1 if i=j

0 if iÞ j
j. The term sij represents

stress in thej direction on a plane in thei direction. However,
flow due to an applied external pressure gradient is not reflected in
the above equation, as both the pressure gradient as well as the
viscous forces caused by this pressure gradient are included in the
equation. The equation forsij can be modified as follows to ac-
count for flow due to an applied external pressure gradientsij =
−pdi j +mvissvi,j +v j ,id, wherep=ptot−papp is net pressure gradient
generated by the EHD pumpspapp is applied external pressure
gradientd.

The output fluid power can therefore be written as
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Po =E ss− pdi j + mvissvi,j + v j ,idd j& ·vdEHD − hf− pdi j + mvissvi,j + v j ,idg j& . vjNo EHDdS s18d

In Cartesian coordinates, for a boundary along thex direction, Eq.s18d reduces to

Po =E h− pvx + mvisf2vx,xvx + svx,y + vy,xdvy + svx,z + vz,xdvzgjEHD − h− pvx + mvisf2vx,xvx + svx,y + vy,xdvy + svx,z

+ vz,xdvzgjNo EHDdSx s19d

Similar expressions may be written for they andz directions.
The efficiency of the EHD pump is the ratio of mechanical power output to electrical power input. From Eqs.s15d and s18d, this

efficiency can be written as

hE, =
Po

Pi
=

E ss− pdi j + mvissvi,j + v j ,idd j& ·vdEHD − hf− pdi j + mvissvi,j + v j ,idg j& ·vjNo EHDdS

E E · ssE + qv + qmEddVol

s20d

For two-dimensional EHD pumps, the above equation can be written in Cartesian coordinates as follows

hE, =

E s− pvx + mviss2vx,xvx + svx,y + vy,xdvyddEHD − s− pvx + mviss2vx,xvx + svx,y + vy,xdvyddNo EHDdy

+E h− pvy + mvisf2vy,yvy + svy,x + vx,ydvxgjEHD − s− pvy + mviss2vy,yvy + svy,x + vx,ydvxddNo EHDdx

EE fss + qmdsEx
2 + Ey

2d + qsExvx + Eyvydgdxdy

s21d

For each of the different pumps considered in this work, this equation reduces to the simplified versions developed below. The five
pumps considered are described with the help of schematic diagrams in Table 1. It may be noted that in the following three equations,
flow without EHD is due to a constant one-dimensional pressure gradient.

Table 1 Description of different EHD pumps considered in the present study.
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One-dimensional ion-drag pump:hE, =
spvxdNo EHD − spvxdEHD

E fss + qmdEx
2 + qExvxgdx

s22d

Two-dimensional ion-drag pump due to a stationary one-dimensional potential gradient:

hE, =

E sspvxdNo EHD − spvxdEHDddy+E smvisvx,yvxdEHD − smvisvx,yvxdNo EHDdx

EE fss + qmdEx
2 + qExvxgdxdy

s23d

Two-dimensional ion-drag pump due to a traveling potential wave, and two-dimensional attraction- and repulsion-type EHD induction
pumps:

hE, =

E fspvxdNo EHD− spvxdEHDgdy+E smvisvx,yvxdEHD − smvisvx,yvxdNo EHDdx+E hmvisf2vx,xvx + svx,y + vy,xdvygjEHDdy+E f− pvy + mviss2vy,yvy + vy,xvxdgEHDdx

EE fss + qmdsEx
2 + Ey

2d + qsExvx + Eyvydgdxdy

s24d
Overall, the efficiency of the flow generation due to several actuating mechanisms which may include both electrical and mechanical

forces would be given by the ratio of total fluid power output to total power input. This efficiency can be written as

htot =
Po,EHD

Pi,E, + Pi,m
=

E ss− pdi j + mvissvi,j + v j ,idd j& ·vdEHDdS

E E · ssE + qv + qmEddVol+E spappdi jd j& ·vEHDdS

s25d

In two-dimensional Cartesian coordinates, this may be written as

htot =

E h− pvx + mvisf2vx,xvx + svx,y + vy,xdvygjEHDdy+E s− pvy + mviss2vy,yvy + svy,x + vx,ydvxddEHDdx

EE fss + qmdsEx
2 + Ey

2d + qsExvx + Eyvydgdxdy+E pappvx,EHDdy+E pappvy,EHDdx

s26d

Equations26d can be applied to each of the pump designs consid-
ered to obtain simplified expressions forhtot. It is noted thathtot is
the efficiency of the complete fluidic system, which may include
both electrical and mechanical actuating forces. On the other
hand,hE, is the efficiency of solely the electrical forces in causing
fluid motion. However,hE, is not independent of mechanical
forces as the change in bulk fluid velocity due to mechanical
forces affectshE,.

Numerical Modeling. The commercially available computa-
tional fluid dynamics software packageFIDAP was used for nu-
merical modelingf18g. Flow was assumed to be laminar for all the
cases considered. A built-in EHD module inFIDAP was used along
with user-defined subroutines developed for calculating the input
electrical power and output fluidic power. Validation of the ion-
drag and induction EHD models is reported in detailf16g, where
the ion-drag EHD model was validated by comparison against the
results off15g, while the induction EHD model was validated by
comparison tof19g. The geometry was modeled using second-
order elements. Picard iteration method was used to solve the
discretized equations. Mesh-independence tests were performed
for potential, charge density, and flow velocity. On doubling the
number of elements in each direction, the values of these param-
eters varied less than 1% for steady-state simulations and less than
2% for transient simulations. Time stepping was done dynami-
cally using the trapezoidal rule, which is a second-order implicit
time-integration scheme with maximum relative local time trun-
cation error of 0.1%.

All computations were performed with the following set of pa-
rameters. A fluid with«=s=m=mvis=1 was considered. The two-
dimensional domain under consideration in pumps 2–5spump
numbers identified in Table 1d is shown in Fig. 1. The length of
the domain wasL=1 for all pumps, and the width wasw=0.2 for
the two-dimensional pumps. These parameter choices help sim-
plify the nondimensional parameters governing the problem to

Fig. 1 „a… Domain under consideration in two-dimensional
pumps; „b… potential wave application in pumps with traveling
potential wave
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ReE,=v, Esl=Ve/v, andEs=qe/Ve. Also, the units for all the pa-
rameter values listed here need only follow a consistent frame-
work, such as those mentioned in the Nomenclature. The results
would be valid for any consistent set of units. While the results
depend on the choice of these parameter values, the focus here is
on the trends of variation obtained.

For the pumps under steady operationspumps 1 and 2d, Fsx
=0,yd=qsx=0,yd=100 andFsx=1,yd=0. For the pumps in tran-
sient operationspumps 3–5d, the initial potential and charge den-
sity were zero throughout the domain, i.e.,Fsx,y,t=0d=0
=qsx,y,t=0d. The potential wave at the electrode wall for all
transient pumps was characterized byF=100, v=k=2p, i.e.,
Fsx,y=0d=100 coss2pt−2pxd. The other wall was grounded,
i.e., Fsx,y=0.2d=0. For pump 3,q=100 atx=0 for 10% of the
potential wave duration, i.e.,qsx=0,yd=h 100,0øt,0.1/2p

0,0.1/2pøt,1/2p
j. The

constant conductivity gradient for charge induction in pump 4 can
be characterized byDs=ssx,y=0d−ssx,y=0.2d=0.1, while for
pump 5Ds=ssx,y=0d−ssx,y=0.2d=−0.1.

Efficiency values calculated from the present model are com-
pared in Table 2 for several different cases to values read from
graphs inf15g; the efficiency of a one-dimensional EHD pump
with an applied voltage difference across the domain and a con-
stant charge density upstream of the domain was reported inf15g.
The two sets of results, presented in terms of ReE,, EsandEsl, are
seen to be identical.

Results and Discussion
For each of the five pumps considered in this worksas in Table

1d, results are presented in terms of the efficiency obtained with
EHD action alone, as well as with the combined action of EHD
and an external pressure gradient. Efficiency values are presented
as a function of the nondimensional average bulk fluid velocity
along the length of pump, defined asvfl

* =vfl /vfl,E, wherevfl is the
fluid velocity due to combined action of EHD and pressure gradi-
ent andvfl,E is the fluid velocity due only to the EHD action
without any external pressure gradient. This is a more suitable
parameter for examining the effect of bulk velocity on pump ef-
ficiency since both Reynolds numbersRe=rvflh/mvisd and Elec-
tric Reynolds numbersReE,=«v /sLd involve parameters which
could independently change the results without a change in the
bulk fluid velocity. In addition to the efficiency results, variations
with bulk fluid velocity of the nondimensional total input power
sPi,tot

* , which includes both the electrical input power and me-
chanical input power used to create the pressure gradientd, total
output power due to combined action of EHD and external pres-
sure gradientsPo,tot

* d, electrical input powersPi,E,
* d, and fluidic

output power solely due to EHDsPo,E,
* , power transferred to the

fluid due to EHDd are also presented. Both the total and the elec-
trical input power as well as the total and the electrical output
power are nondimensionalized by the electrical output power in

the absence of an external pressure gradientsPo,Ed, i.e., Pi,tot
*

=Pi,tot/Po,E, Pi,E,
* =Pi,E, /Po,E, Po,tot

* =Po,tot/Po,E and Po,E,
*

=Po,E, /Po,E.

One-Dimensional Steady-State Ion-Drag Pump.The varia-
tion of nondimensional input and output powersPi

* and Po
*d and

efficiency shd with nondimensional bulk fluid velocitysvfl
* d for a

1D pump is shown in Fig. 2. All input parameters except forvfl
*

are held constant. The horizontal axissvfl
* d and left vertical axis

sPi
* and Po

*d have a logarithmic variation. The right vertical axis
shd has a linear variation. It may be noted that in a 1D system, the
velocity needs to be artificially pinned. Therefore,Pi, Po, andvfl
are nondimensionalized with respect to the corresponding values
at the lowestvfl considered.

Figure 2 shows thatPi
* , Po

* andh increase with an increase in
vfl

* . This can be explained as follows. Asvfl
* increases, the current

due to charge convection increases and hence the input electrical
power Pi

* increases. Moreover, since current due to charge con-
duction and mobility does not vary much withvfl

* , the ratio of
convection current to total current increases according to Eq.s15d.
The conversion of electrical power to fluidic power is most effi-
cient for convection current because there is no charge decay as is
the case for charge conduction and mobility. This causes an in-
crease in the efficiency of EHD action. Increases in bothPi

* andh
lead to the increase inPo

* seen in Fig. 2. Since all the electrical
and mechanical parameters except for bulk fluid velocity are
fixed, this increase in efficiency is solely due to the increase invfl .
It may be noted that no distinction is made betweenPi,tot, Po,tot,
htot, and Pi,E,, Po,E,, hE, because 1D flow does not offer any
pressure gradient or wall friction. Hence subscripts “tot” and “El”
have been dropped from parametersPi, Po, andh here.

The 1D case considered above is clearly an idealized situation.
It can be thought to represent the ideal operation of an ion-drag
EHD pump. Since there is no pressure gradient to be overcome,
any pressure head generated by EHD will increase the fluid ve-
locity infinitely unless it is limited by some external means. In the
present simulations, these velocities were limited using the inlet
velocity boundary condition. A more practical situation would in-
volve flow created using EHD in a pipe or over a plate. In that
case, EHD would need to overcome frictional forces at the sur-
face, which would naturally limit the fluid velocity. Such more
realistic pumps, with fully developed flow between parallel plates
due to differing voltage and charge densities, are considered in the
following.

Two-Dimensional Steady-State Ion-Drag Pump.The varia-

Table 2 Comparison of h values for a 1D EHD pump obtained
from the present model to values from the literature †15‡.

Fig. 2 Effect of variation of nondimensional bulk fluid velocity
on nondimensional input power, output power, and efficiency
for the steady one-dimensional ion-drag pump
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tion of nondimensional total input powerPi,tot
* , total output power

Po,tot
* and total efficiencyhtot with nondimensional average bulk

fluid velocity vfl
* for this pump is shown in Fig. 3. Again the

horizontal axissvfl
* d and left vertical axissPi,tot

* and Po,tot
* d have

logarithmic variations, while the right vertical axisshtotd has a
linear variation. The velocityvfl

* is varied by applying an external
pressure gradient in addition to the EHD action. Both negative
and positive pressure gradients are considered. Results for the
negative pressure gradient are reported only for cases for which
there is still a net flow in the direction of EHD pumping.

For this pump,Pi,tot
* andPo,tot

* are seen to follow the same trend
of variation as for the one-dimensional pump. The monotonic rise
in total efficiencyhtot with vfl

* can be attributed to two reasons. A
positive pressure gradient causes additional flow in the forward
direction, which increases charge convection and hence the output
fluid power due to EHD, as was explained above. More impor-
tantly for the present pump, a pressure gradient creates flow with
perfect efficiency and hence as the ratio of power input due to the
pressure gradient to power input from EHD increases, the overall
rectification efficiency increases. While the general trend of varia-
tion of efficiency for the present pump is similar to that of the
previous pump considered,Po,tot

* varies roughly as the square of
vfl

* . This is expected since the output power from the external
pressure gradient varies as square of the pressure gradientsPm

~p2d while the fluid velocity varies linearly with pressure gradient
svfl ~pd; thus, output power from the external pressure gradient is
proportional to the square of fluid velocitysPm~vfl

2d.
The electrical contributions to the input and output power, as

well as the efficiency,Pi,E,
* , Po,E,

* andhE, are plotted as a function
of vfl

* in Fig. 4. Again,vfl
* , Pi,E,

* and Po,E,
* are plotted on a loga-

rithmic scale andhE, is on a linear scale. The results are plotted
only for cases when the net flow is in the positive direction. In this
figure, hE, represents the actual efficiency of the EHD action.
While it remains rather small relative tohtot sshown in Fig. 3d,
hE, increases from less than 0.02s2% efficientd for no external
pressure gradient to more than 0.19s19% efficientd for vfl

* =147; at
this velocity,htot is 0.92. This increase inhE, is due to the com-
bined effect of an increase inPi,E,

* and a sharper increase inPo,E,
* ,

both due to increased charge convection, as was explained in the
case of the one-dimensional pump.

Figure 4 also shows that the output fluid power solely due to
EHD action,Po,E,

* , increases in the presence of the positive exter-
nal pressure gradient. This implies that the net fluid power
achieved from the combined action of EHD and external pressure
gradient is greater than the sum of the fluid powers achieved from

their action independent of each other.
The quantityPo,E,

* is the ratio of output fluid power solely due
to EHD to the input electrical power; output fluid power is calcu-
lated by subtracting the mechanical fluid power due to the pres-
sure gradient from that due to the combined action of EHD and
pressure gradient, i.e.,Po,E,

* =sPo,tot−Po,md /Po,EHD. At larger val-
ues ofvfl

* , bothPo,tot andPo,m can be several orders of magnitude
larger thanPo,EHD, while sPo,tot−Po,md is of the same order of
magnitude asPo,EHD. Hence even small numerical inaccuracies in
eitherPo,tot or Po,m can result in large discrepancies in the values
of Po,E,

* and hE,. The increase in rate of variation ofhE, for vfl
*

.104 in Fig. 4 is believed to be due to these numerical
inaccuracies.

Results forPo,E, such as those presented above may be em-
ployed to generate a pump curve for the system, as is done in the
following for each of the two-dimensional pumps considered. The
pump curve for the two-dimensional steady-state ion-drag pump is
shown in Fig. 5. The inset is a magnified view for small values of
vfl

* . The nondimensional pressure head generated by the pump,
PE,

* , has been obtained using the following expression

Fig. 3 Variation of nondimensional total input power, total out-
put power, and total with nondimensional bulk fluid velocity
due to combined action of EHD in the steady two-dimensional
ion-drag pump and varying external pressure gradient

Fig. 4 Variation of nondimensional electrical input power, out-
put power due to EHD, and efficiency due to EHD with nondi-
mensional bulk fluid velocity due to combined action of EHD in
the steady two-dimensional ion-drag pump and varying exter-
nal pressure gradient

Fig. 5 Nondimensional pump curve for the steady two-
dimensional ion-drag pump. „Inset: Magnified view of pump
curve for small values of nondimensional bulk fluid velocity. …
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pE,
* =

pE,

pEHD
=

SE mvisvx,yvxdx−E sp + pappdvxdyD/vx

FSE mvisvx,yvxdx−E pvxdyD/vxG
EHD

s27d

Here,p is the pressure head generated by EHD andpapp is applied
external pressure gradient. Whenpapp=0, the EHD pump operates
at vfl

* =1, pE,
* =1, which is marked as point A in Fig. 5. It is clear

that this is not the best operating point for the EHD pump. The
maximum output of the pumpsvfl

* 3pE,
* d among the points con-

sidered is atvfl
* =147.23, pE,

* =0.76. This point is identified as
point B in Fig. 5. The output of the EHD pump is more than 112
times higher at this point than atvfl

* =1, pE,
* =1, and it decreases on

moving away from this point in either direction. This optimal
operation at point B is also achieved at lowerpE,

* and highervfl
*

than under conditions where the EHD pump operates without an
external pressure gradient. This reinforces the conclusion that an
increase in the bulk fluid velocity causes an increase in output
power of the pump.

It is important to emphasize the difference between the quanti-
ties Po,E,

* , Po,tot
* andvfl

* 3pE,
* . The first of these,Po,E,

* , is a mea-
sure of the increase in output fluid power due to operation of the
EHD pump; Po,tot

* , on the other hand, is a measure of the total
output fluid power due to the EHD pump and external pressure
gradient. In contrast,vfl

* 3pE,
* is a measure of the net output flu-

idic power of the EHD pump. It represents how the pump would
operate under different hydrodynamic conditions. The equations
for Po,E,

* , Po,tot
* , and vfl

* 3pE,
* are presented explicitly below to

clarify their definitions; it may be noted that all three have the
same denominator.

Po,E,
* =

SE mvisvx,yvxdx−E pvxdyD
EHD

− SE mvisvx,yvxdx−E pvxdyD
No EHD

SE mvisvx,yvxdx−E pvxdyD
E

Po,tot
* =

SE mvisvx,yvxdx−E pvxdyD
EHD

SE mvisvx,yvxdx−E pvxdyD
E

vfl
* 3 pE,

* =

SE mvisvx,yvxdx−E sp + pappdvxdyD
SE mvisvx,yvxdx−E pvxdyD

E

Two-Dimensional Transient Ion-Drag Pump.Simulations for
all the transient pumps were run until each pump reached a quasi-
steady-state operation, where the results start repeating over the
time period of the potential wave. The results shown for these
pumps are time averaged over one period of the potential wave
after the pumps have reached this quasi-steady state.

Variation of Pi,tot
* , Po,tot

* , and htot fFig. 6sadg, Pi,E,
* , Po,E,

* , and
hE, fFig. 6sbdg andpE,

* with vfl
* fFig. 6scdg for the two-dimensional

transient ion-drag pump are shown in Fig. 6. The trends of varia-
tion of Pi,tot

* , Po,tot
* , andhtot with vfl

* are the same as for the two-
dimensional steady ion-drag pump considered above. On the other
hand,Pi,E,

* , Po,E,
* , andhE, show very different dependence onvfl

* .
The input electrical powerPi,E,

* shows a rather small variation
with vfl

* , and that too only at lowvfl
* . This difference in behavior

can be explained as follows. Charge is introduced upstream of the
pump for a small portions10%d of the period of the potential
wave. For the particular pump considered here, the bulk velocity
of the fluid is much higher than the speed of the potential wave;
hence, charge is swept out of the pump very quickly and for most
of the portion of the period of the potential wave, there is little
charge in the domain. The currents due to charge mobility and
charge convection are thus limited. Current due to electrical con-
ductivity, however, does not depend on external charge and does
not vary. Hence the electrical power inputPi,E,

* is limited.
An interesting trend of variation ofPo,E,

* with vfl
* is also seen in

Fig. 6sbd. The small increase inPo,E,
* whenvfl

* is close to but just
greater than 1 is due to an increase inPi,E,

* andhE,, which results
from an increase in current due to charge convection. The subse-
quent decrease inPo,E,

* follows the decrease in efficiency of EHD
action: a majority of the current at highvfl

* is due to charge con-
duction, which has very low efficiency. The slight upturn inPo,E,

*

at largervfl
* is due to the numerical inaccuracies discussed earlier.

The pump curve for this pump is shown in Fig. 6scd. As in Fig. 5,
the point of operation of the pump without any external pressure
gradient is marked A, while that at which the fluid power output is
a maximum s40% higher than at A, wherevfl

* =1, pE,
* =1d is

marked B. The power output increases significantly with only a
modest increase invfl

* due to the higher charge convection, and
then decreases for larger values ofvfl

* because of the absence of
Coulomb forces for a portion of the duration of pump operation.

Repulsion-Type Induction EHD Pump. Similar quantities as
considered for the pumps above are plotted for a repulsion-type
EHD pump in Fig. 7. The flow due to repulsion-type EHD is in a
direction opposite to that of the traveling potential wave. The
direction of flow is considered positive in the following discus-
sion. Results for negative pressure gradients are presented only for
cases in which the resultant flow is in the same direction as that
due to EHD alone. The trend of variation for all three parameters
in Fig. 7sad is similar to the other cases considered thus far, with
Po,tot

* showing a quadratic variation withvfl
* .

The variation ofPi,E,
* , Po,E,

* , andhE, with vfl
* is shown in Fig.

7sbd. It is seen that the increase inPi,E,
* with increasingvfl

* is very
slight in this case when compared to the steady-state pumps. This
is because charge induction results in the creation of equal
amounts of negative and positive charges so that the net charge
due to induction is zero. An increase invfl

* causes an increase in
convection of both positive and negative charges and hence there
is no change in the convection current. Despite little variation in
Pi,E,

* , however, the increase inPo,E,
* with vfl

* is significant:Po,E,
*

increases rapidly at smallvfl
* , while the rate of increase drops off

at largervfl
* . The efficiencyhE, follows the same trend of variation

asPo,E,
* , since there is little variation inPi,E,

* .
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The total fluid power output by the combined action of EHD
and pressure gradient forvfl

* .1 is higher than the sum of the fluid
power outputs from EHD and pressure gradient when operated
individually. Moreover, this difference increases with an increase
in vfl

* . This observation is similar to that made for the steady
two-dimensional ion-drag pump above.

The pump curvesvariation of pE,
* with vfl

* d for this pump is
shown in Fig. 7scd. The shape of the pump curve is similar to that
for the steady two-dimensional ion-drag pump. The fluid output
power at its maximumspoint Bd is approximately 24 times that
when there is no external pressure gradientspoint Ad.

Attraction-Type Induction EHD Pump. Results for the last of

Fig. 6 Variation of „a… nondimensional total input power, total
output power, and total efficiency; „b… nondimensional electri-
cal input power, output power due to EHD, and efficiency due
to EHD; and „c… pump curve, i.e., nondimensional pressure
head generated by the pump with nondimensional bulk fluid
velocity due to combined action of EHD in the transient two-
dimensional ion-drag pump and varying external pressure
gradient

Fig. 7 Variation of „a… nondimensional total input power, total
output power, and total efficiency; „b… nondimensional electri-
cal input power, output power due to EHD, and efficiency due
to EHD; and „c… pump curve, i.e., nondimensional pressure
head generated by the pump with nondimensional bulk fluid
velocity due to combined action of the repulsion-type induction
EHD pump and varying external pressure gradient
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the pumps considered, an attraction-type EHD pump, are plotted
in Fig. 8. Figure 8sad shows thatPi,tot

* , Po,tot
* , andhtot vary with vfl

*

in a manner similar to the behavior of the previously discussed
pumps. The variation ofPi,E,

* , Po,E,
* , andhE, with vfl

* is shown in
Fig. 8sbd; the inset is a magnified view of the behavior at low
velocities. The variation ofPi,E,

* with vfl
* is interesting, with its

largest value being very close tovfl
* =1, decreasing at both larger

and smaller values ofvfl
* . At very large and very small values of

vfl
* , little variation in Pi,E,

* is noticed.
The drop inPi,E,

* asvfl
* increases can be explained as follows.

The attraction-type induction EHD pump is a synchronous pump
f13g. EHD action tries to move the fluid at the same velocity as
the potential wave. When the fluid velocity is smaller than the
velocity of the potential wave, the pump operates in a “pumping”
mode, where it tries to increase the velocity of the fluid, which is
limited by the electrical power available and the viscous forces. If
the fluid velocity is higher than the wave velocity, the pump goes
into a “braking” mode, where it tries to slow down the fluid ve-
locity to the synchronous speed. Here, the pump is limited only by
the electrical power available. Hence the largest fluid velocity
achievable in an attraction-type induction EHD pump, in the ab-
sence of external pressure gradients, is the wave velocity itself.
For the present case, the synchronous speed is approximatelyvfl

*

=3.3. The output power from EHDsPo,E,
* d becomes negative at

around this value, as can be seen more clearly from the inset.
Similarly, if the fluid velocity decreases below the synchronous
speed,Po,E,

* increases rapidly. The negligible variation inPi,E,
* at

large absolute values ofvfl
* is due to the insignificant effect of

variation in charge convection as the net charge in the fluid is
zero.

The pump curve for the present pump is shown in Fig. 8scd. The
pump generates a net positive pressure gradient along with flow in
the positive direction only forvfl

* ,3.3. The maximum fluid output
power in this casespoint Bd is approximately 20% greater than the
power in the absence of an external pressure gradientspoint Ad. It
is interesting to note that the pump ceases to generate a net posi-
tive pressure gradient atvfl

* close to 3.3, as it goes into the braking
mode beyond this point.

Conclusions
The efficiency of EHD pumping depends strongly on the bulk

fluid velocity. For flow due to a constant, stationary potential gra-
dient, as well as for flow due to repulsion-type induction EHD, the
efficiency of EHD pumping increases monotonically with an in-
crease in the bulk fluid velocity. Moreover, the total fluid power
output from the combined action of EHD and an externally im-
posed pressure gradient is larger than the sum of fluid power
outputs from their action independent of each other.

The variation of efficiency of an ion-drag EHD pump driven by
a traveling potential wave and a transient source of charge density
with the bulk fluid velocity depends on the ratio of bulk fluid
velocity to the wave velocity. The efficiency of the pump in-
creases with increasing bulk fluid velocity for small values of this
ratio and it decreases for large values of this ratio. For attraction-
type induction EHD pumps, with flow in the forward direction,
the efficiency of EHD action is highest when the fluid velocity is
equal to the wave velocity. For fluid velocities in the forward
direction larger than the wave velocity, the pump acts to retard the
flow.

Results for the input electrical power, output fluid power, and
efficiency of EHD action are provided as a function of bulk fluid
velocity for the five different EHD pumps considered; graphical
pump curves for all the pumps are also developed.
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Nomenclature
A 5 cross-sectional areasm2d
D 5 charge diffusion coefficientsm2/sd
E 5 electric fieldsV/md

Es 5 electric source numbersdimensionlessd

Fig. 8 Variation of nondimensional total input power, total out-
put power, and total efficiency; „b… nondimensional electrical
input power, output power due to EHD, and efficiency due to
EHD; and „c… pump curve, i.e., nondimensional pressure head
generated by the pump with nondimensional bulk fluid velocity
due to combined action of the attraction-type induction EHD
pump and varying external pressure gradient
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Esl 5 electric slip numbersdimensionlessd
f 5 body force per unit masssm/s2d
F 5 force sNd
h 5 height smd
I 5 currentsAd
J 5 current density in the fluidsA/m2d
k 5 wave numbersm−1d
L 5 length of the domainsmd
p 5 pressure dropsN/m2d
P 5 power sWd
q 5 charge density in the fluidsC/m3d

Re 5 Reynolds numbersdimensionlessd
s 5 stresssN/m2d
S 5 surface areasm2d
t 5 time ssd

T 5 temperaturesKd
v 5 velocity sm/sd
V 5 voltagesVd

Vol 5 volume sm3d
w 5 width of the domainsmd
x 5 x direction
y 5 y direction

Subscripts and superscripts
* 5 nondimensional

app 5 applied
c 5 collector
d 5 drift
e 5 emitter
E 5 electric onlyswithout external pressure

gradientd
EHD 5 with EHD

E, 5 net electric
f l 5 fluid
i 5 input

ion 5 ion
m 5 mechanical

max 5 maximum valuesvalue at the upstream
electroded

No EHD 5 without EHD
o 5 output

tot 5 total
wa 5 weighted average

x 5 x coordinate
y 5 y coordinate
z 5 z coordinate

Greek symbols
a 5 loss coefficientsdimensionlessd

di j 5 Kronecker delta vectorsdimensionlessd
« 5 permittivity of the fluid sF/md

h 5 efficiency sdimensionlessd
m 5 electrical mobility of the fluidsm2/V sd

mvis 5 viscosity of the fluidsNs/m2d
r 5 density of the fluidskg/m3d
s 5 electrical conductivity of the fluidsV md−1

t 5 charge relaxation timessd
ti j 5 shear stresssN/m2d
F 5 potentialsVd
v 5 frequency of the potential wavess−1d
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Flow Study in the
Impeller–Diffuser Interface
of a Vaned Centrifugal Fan
In order to better understand the behavior of the fluid flow in vaned centrifugal fans,
theoretical and experimental work has been carried out on unsteady three-dimensional
(3D) flows. Particular attention is given to the flows located at the rotor–stator interface.
This zone is the seat of strong interactions between the moving part and the fixed part.
This phenomenon has as consequences: Strongly unsteady flow, fluctuating forces on the
stator blades, and an efficiency decrease. This work is part of a project which main
objective is the aeroacoustic optimization of high speed centrifugal fans. We present in
this paper the first results, mainly aerodynamic ones, which will be used thereafter as an
input data to aeroacoustic modeling. A numerical simulation tool was used in order to
determine the kinematics and the dynamics of these flows. The measurements of the
steady and unsteady flow characteristics allowed a comparison of the theoretical and
experimental results.fDOI: 10.1115/1.1900138g

Introduction
During the past few years particular attention has been paid to

the study of unsteady phenomena related to the complex interac-
tions within the rotor–stator interface of turbomachines. Many
experimental and theoretical studies contributed to a better under-
standing of the nature of the fluctuating flows related to these
interactions. Ziegler et al.f1g studied the interaction between the
impeller and the diffuser of a centrifugal compressor and its in-
fluence on the aerodynamic performance. Wangf2g studied the
rotor–stator interaction using a vortex method as well. Sano et al.
f3g studied the flow instabilities into a two-dimensionals2Dd
pump vaned diffuser. In addition, Sinha and Katz et al.f4g made
particle image velocimetrysPIVd measurements in order to study
the flow structure and turbulence in a centrifugal pump vaned
diffuser, in the first stage, and used a passage-averaged approach
and large-eddy simulationsLESd modeling f5g to simulate the
flows into the vaned machine. Regarding the acoustic field, Jeon
et al. f6g used a 2D vortex method for a nonviscous fluid. They
considered, in their simulations, only the impeller and the diffuser
to analyze the noise generation. Byskov et al.f7g used the LES
method to study the kinematics of the flow inside the centrifugal
impeller just like Pedersenf8g who used PIV and LDV measure-
ment techniques. Gotof9g proposed a design method based on the
study of the unsteady flows between the diffuser blades and within
the impeller–diffuser interface. Ardizzon and Pavesif10g studied a
vaned centrifugal fan with a diffuser made up of two parts, the
first one is independent and the second one is connected to a
return channel.

Centrifugal fans, made up of an impeller, a diffuser, and a re-
turn channel, are largely used in the domestic vacuum cleaners.
Their high acoustic level constitutes an important criteria of se-
lection for the manufacturers of these appliances. These turboma-
chines turn at relatively high rotational speeds of about 35000
rpm. The unsteady flow is strong and reaches 250 m/s. Their low
efficiency of about 30% is mainly due to the flow disorganization
in the impeller–diffuser interface, the junction diffuser – return
channel, and the exit of the return channel.

The objective of this paper is the study and the analysis of the
aerodynamics of the fluid flow inside the centrifugal fan and par-

ticularly at the impeller–diffuser interface. The emphasis is put on
the influence of the axial gap between the impeller and the casing
on the overall and local behavior of the flow.

Figures 1 and 2 show the three elements that constitute the fan.
The aerodynamic characteristics at operating point are given in
Table 1. The geometrical characteristics are presented in Table 2.

Test Bench
Measurements were carried out on a test benchssee Fig. 3d

equipped with an airtight boxs0.6Ã0.6Ã0.6 md, placed up-
stream the centrifugal fan, making it possible to vary the flow rate
from 12 to 60 l /s by changing the diameter of an orifice plate. The
unsteady aerodynamic pressure was measured at various positions
within the impeller–diffuser unit. Kulite type dynamic sensors,
with a diameter of 1.6 mm and a band-width of 125 kHz were
used. They are placed at the impeller inletfFig. 3sadg, the
impeller–diffuser interfacefFig. 3sbdg, the diffuser centerlinesFig.
11d, and the return channel outletfFig. 3scdg. This allows the
measurement of a static pressure up to 140 mbar and a fluctuating
component up to 194 dBA. These aerodynamic data are transmit-
ted to a digital oscilloscopesGould Nicolet: Sigma 90d with eight
simultaneous channels whose band-width is 25 MHz and has a
resolution of 12 bits. Figure 3 presents a schematic of the mea-
suring equipment.

Contributed by the Fluids Engineering Division for publication in the JOURNAL OF

FLUIDS ENGINEERING. Manuscript received June 28, 2004. Final manuscript received
March 6, 2005. Associate Editor: Akira GOTO. Fig. 1 Impeller, diffuser, and return channel
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Numerical Modeling
In order to understand the internal flows and to analyze the fluid

behavior of the device, a numerical simulation was carried out.
This made it possible to identify the zones with high speed and
pressure gradient.

The first step in conducting a numerical simulation is to define
the calculation field followed by the generation of the three-
dimensional mesh for the selected field. This stage is both the
most significant and the most delicate. The costs of calculation

Table 1 Aerodynamic characteristics at operating point

Head, Hsmd 1300
Flow rate, Qvsm3/sd 35Ã10−3

Rotational speed, Nsrpmd 33920

Specific speedNs=NÎQv /H3/4 29

Table 2 Geometrical characteristics of the centrifugal fan

Description Impeller Diffuser
Return
channel

Radius of blade inletsmmd 18 52.7 60
Span of the blade at the entrysmmd 13 6.48 11

Inlet blade angles°d 64 85 74
Inclination angle of the blade inlets°d 85.8 0 0

Radius of blade exitsmmd 52 66.1 33
Span of the blade at the exitsmmd 5.4 8.43 12

Angle of blade exits°d 64 71.6 15
Inclination angle of the blade exits°d 0 0 0

Blade number 9 17 8
Blade thicknesssmmd 0.8 0.9 1.6

Fig. 2 „a… Centrifugal impeller, „b… diffuser and return channel

Fig. 3 Diagram of the test bench

Fig. 4 Fluid volume cross section
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can usually be reduced by considering symmetrical elements and
periodicity conditions. Unfortunately, azimuth asymmetry does
not allow the benefit of this practice in this case.

The numerical simulations have been carried out with a code
that is based on the finite volume numerical method using the
commercial code FLUENT 6.1 f11g to solve the full 3D Reynolds
average Navier–Stokes equations.

For numerical stability reasons, two fluid volumes, one up-
stream and one downstream, are added. They do not simulate the
actual geometry of the experimental equipment, they are added to
the numerical model in order to reduce the effects of the inlet and
outlet boundary conditions on the aerodynamic characteristics of
the impeller inlet and the return channel outlet.

This configuration results in the three nonconformal interfaces
presented in Fig. 4.

As the geometry of the fan is complex, a hybrid mesh is used:
Tetrahedral for the impeller and the diffuser-return channel vol-
umes, hexahedral for upstream and downstream fluid volumes.
Figure 5 shows grids around the gapsbd, around the inlet sidesad,
and around the impeller–diffuser interfacescd.

Mesh Independence.Theoretically, the errors in the solution
related to the grid must disappear for an increasingly fine mesh.
The static pressure at the centrifugal fan inlet was taken as the
parameter to evaluate and determine the influence of the mesh size
on the solution spacessee Table 3d. The selected convergence
criteria was a maximum residual of 10−6. In Fig. 6, it is observed
how the calculated static pressure at the centrifugal fan inlet
reaches an asymptotic value as the number of meshes increases.

According to this figure, the grid Fs4.4Ã106 meshesd is consid-
ered to be sufficiently reliable to ensure mesh independence.

Turbulence model. A statistical turbulence model was used
within the framework of this numerical simulation. Thek-v SST
sshear stress transportd model was adopted. It uses a treatment
close to the wall combining a correction for high and low Rey-
nolds number in order to predict separation on smooth surfaces.
This model gives a realistic estimation of the generation of the
turbulent kinetic energy at the stagnation points. It is more accu-
rate and more robust than thek-v or k-« standard modelsf12g.

Table 3 Evaluated grid sizes

Characteristics Number of meshes

Grid A 800,000
Grid B 1,500,000
Grid C 1,900,000
Grid D 2,300,000
Grid E 3,100,000
Grid F 4,400,000

Fig. 5 Cross section of the centrifugal fan meshes

Fig. 6 Influence of grid size on the static pressure at the cen-
trifugal fan inlet
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The SST model performance has been studied in a large number
of cases. In a NASA Technical Memorandumf13g, SST model
was rated the most accurate model for aerodynamic applications.

Numerical model. The unsteady terms are implicit second-
order discretized. A centeredSIMPLE algorithm is used for the
pressure-velocity coupling and a second-order upwind discretiza-
tion is used for the convection and diffusion terms. The conserva-
tion equations are solved using a segregated solver.

The boundary conditions selected for this simulation are the
velocity at the upstream volume inlet and the static pressure at the
downstream volume outletssee Fig. 4 and Table 4d. The value of

the outlet pressure, applied as boundary condition at the exit part
of the downstream volume, comes from the experimental mea-
surement at the outlet side of the engine.

Convergence.Figure 7 represents the time history of the static
pressure convergence at the impeller inlet. This part of the study

Table 4 Computation criteria applied to numerical simulation
with boundary conditions at operating point

Characteristic Description Value

Simulation unsteady 3D -
Fluid Compressiblesaird Density =1.2

simulation domain Impeller + diffuser
+ return channel

s9+17+8d blades

Rotational speed
¯ N=34560 rpm

Turbulence model 2 equations k-v SST
Equation of energy Solved -
Roughness of wall Smooth 0fmmg

Inlet boundary condition velocity V=38.17fm/sg
Outlet boundary condition Static pressure. Ps=25.1fmbarg

Interface 3 nonconformal
interfaces

-

Inlet temperature
¯ T=300fkg

Average residues
¯ 10−6

Time step
¯ 10−5 s

Computing time 50 iterations
per time step

0.4 h sbi-processord
per time step

Fig. 7 Convergence of the static pressure at the inlet of the
impeller

Fig. 8 Aerodynamic characteristics of the centrifugal fan
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was carried out by using Grid F, with a maximum residue lower or
equal to 10−6. It is noticed that the convergence is reached after
0.005 s, which corresponds to three revolutions of the impeller at
34,560 rpm.

Results and Interpretation
Experimental measurements were conducted in order to get the

overall and local air-flow characteristics. Two numerical simula-
tions were carried out, the first one does not take into account the
axial gap between the impeller and the casing, while the second
one does. The simulation results relating to the pressure develop-
ment in various parts of the fan are compared with the experimen-
tal results.

For all pressure measurements the uncertainty is ±2.5 mbar.

Figure 8 represents the evolution of the pressure according to
the flow rate with an uncertainty of ±0.4 l /s at the inlet of the
impeller and the outlet of the return channel. At the outlet of the
return channel measurements and numerical results are in good
agreement. At the impeller inlet, the theoretical pressure curve not
taking into account the axial gap between the impeller and the
casing, predicts more depression compared to tests and case with
axial gap, particularly with flow rates from 21 to 40 l /s. The
pressure rise difference between with and without gap is due to
the presence of strong vortex at the impeller entrance which leads
to the reduction in total and static pressure risespressure differ-
ence between the inlet and the outletd, see Fig. 9. The effect of
vortices decreases at partial flows. The theoretical pressure curve
taking into account the axial gap is in good agreement with the

Fig. 9 Streamline pattern at the impeller inlet. With axial gap „a…, without axial gap „b… - flow rate =35 l /s

Fig. 10 Variation of the pressure at a point on the impeller–diffuser interface vs time-flow rate
=35 l /s.
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experimental results particularly with flow rates greater or equal
to 35 l /s. Numerical simulation gives about 7.5% of leakage flow
rate for all flow rates. Figure 10 represents the pressure fluctuation
versus time, at pointp, as obtained by calculations and tests at the
operating point. The uncertainty in time measurement was
±2.5Ã10−6 s. Notice that the measurement point is located at the
midline of two diffuser blades on the impeller–diffuser interface,
so that the blade to blade interaction between the impeller and the
diffuser and the separation at the blades leading edge of the dif-
fuser do not disturb the measurement.

On the graph, one distinguishes the impeller blade passage as
characterized by pressure peaks. The pressure decreases quickly
just after the blade passage and increases gradually with the ap-
proach of the following blade. The peak to peak pressure gradient
due to the blade impeller passing is relatively importants30
mbard. A significant difference between theoretical results with
and without axial gap is noted at low pressure peaks. These hol-
lows correspond to a middle distance between two rotor blades.
The comparison between tests and numerical simulations vali-
dates this result. The calculation result taking into account the
axial gap is closer to the tests than that without axial gap. The
general shape of the two calculation results are quite similar, the
same curvatures are observed at the same time positions. So the
axial clearance only affects the peak to peak pressure gradient.

Figure 11 represents the variation of the static pressure along
the centerline of the diffuser as measured by flush mounted sen-
sors that do not disturb the flow. The uncertainty in the curvilinear
coordinate distancessd is ±0.1 mm.

The first three pointsscurvilinear coordinate =0–0.008 md of
measurement in Fig. 11 are located in a recirculation zone shown
in Fig. 12. The position of the sensor in this recirculation zone
does not allow an accurate measurement of the static pressure.
The noted variation for these points of measurement is probably
due to the additional pressure imposed on the static pressure sen-
sor by the flow normal to it. The results of the two numerical
simulation show the effect of the axial clearance between the im-
peller and the casing on the general shape of the curve. In fact, for
the first numerical simulation the axial clearancej is not included
in the geometry used to obtain the numerical solution. So the
leakage flow which passed through this gap increases the value of

the pressure which ranks from −30 to 20 mbarsat the interface
close to the casingd. Just after this zonescurvilinear coordinate
=0.008–0.01 md the pressure falls quickly at the leading edge of
the diffuser to increase until reaching its maximum value on the
outlet side of the diffuserscurvilinear coordinate =0.01–0.045 md.
The diffuser transforms a part of the kinetic energy to pressure
energy, it increases the pressure from −100 to 30 mbar.

Figure 13 shows the streamline pattern into the centrifugal fan
at axial cross section and details around the gap at impeller inlet
side sad and impeller outlet sidesbd. A portion of the fluid is
returned to the impeller inlet through the axial clearance between
the impeller and casing. On the figure, five vortices are observed:
sid At the impeller inlet due to leakage flow,sii d at the cross-over
due to the abrupt change of direction,siii d at the lower side of the
return channel blade due to the stagnation point, and finallysivd
and svd at the downstream duct due to the abrupt change of pas-
sage section. These vortices penalize and decrease the overall per-
formances of the centrifugal fan.

Figure 14 shows the static pressure field obtained by numerical
simulation at operating point and the azimuth variation of the
static pressure obtained by the numerical simulation along the
impeller–diffuser interface. The calculations take into account the
axial gap. The pressure peaks correspond to the leading edge of
the diffuser bladessa max. of 50 mbard. There is a large variation
of the pressure over a small angular distance corresponding to the
interfacesabout 60 mbar in some regionsd. The figure shows that

Fig. 11 Evolution of the static pressure in the curvilinear di-
rection along the axial clearance of the diffuser-flow rate
=35 l /s

Fig. 12 Axial clearance between the impeller and the casing

Fig. 13 Streamline pattern at axial cross section of the cen-
trifugal fan-flow rate =35 l /s. „a…—The gap at the inlet side.
„b…—Recirculation zone
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in the impeller–diffuser interface the pressure is maximum at an
instant of time when the impeller blade is approaching the dif-
fuser. As shown in Fig. 11 also, at the diffuser inlet there is a little
zone sa spotd of depression, the pressure falls from 20 to
−110 mbar through a very small distance. In Fig. 12, at the im-
peller inlet the gap between the casing and the impeller creates a
big gradient of pressure between the impeller sidesid and the
casing sidesii d of about 150 mbar, this difference produces the
leakage flow at the impeller outlet.

Figure 15 represents the absolute velocity field inside the cen-
trifugal fan at the same instant of time as Fig. 13. The maximum
value of velocity 189 m/s is located at the hub and shroud of the
impeller at its outlet side. It decreases considerably at the diffuser
outlet, 40 m/s. At pointsad of the impeller inlet the velocity is
about 70 m/s; this is due to the abruptness of the section change.

Figure 16 shows the instantaneous turbulence intensity of the
flow entering the centrifugal fan at the operating point. The area
located between the impeller–diffuser interface and the inlet of the
diffuser channels experiences a high level of turbulence intensity
svarying from 6% to 11%d. At the return channel outlet the turbu-
lence intensity is about 5%. The presence of the axial gap creates

a zone of turbulence at the impeller inletswith an intensity of
10%d. Note that all zones with high turbulence intensity are sup-
posed to be the main source of noise in the centrifugal fan. The
flow organization contributes in a narrow way to the mechanism

Fig. 14 Instantaneous static pressure field and variation of the static pressure at impeller–diffuser interface—Flow rate
=35 l /s

Fig. 15 Instantaneous velocity magnitude—flow rate =35 l /s
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of noise generation. The turbulence intensity can be regarded as a
qualitative criterion allowing an aeroacoustic optimization of
these machines. The presence of a high level of turbulence at the
impeller–diffuser interface allows to predict a generated sound
radiation.

Conclusion
The unsteady flow in a vaned centrifugal fan has been studied.

A tool for numerical simulation was used in order to determine the
kinematics and the dynamics of the flow field.

A first numerical simulation which did not take into account the
axial clearance between the impeller and the casing was carried
out. The first comparisons carried out with experimental tests
highlighted the importance of taking into account this geometrical
parameter. A new modeling of the 3D and unsteady flow of the
real geometry of the centrifugal fan was carried out.

Experimental acquisition of the unsteady aerodynamic charac-
teristics allowed the comparison of the theoretical and experimen-
tal results, and therefore, the validation of the numerical model-
ing. Taking into account the axial gap on this numerical
simulation allowed a better local and overall behavior of the flow
in the centrifugal fan. This modeling gives a satisfactory approach
of the centrifugal fan characteristic at operating point flow rate.

The fluctuating pressure at the impeller–diffuser interface is
correctly predicted by the numerical simulation only if the axial
gap is taken into account. The results of the numerical simulation
make it possible to identify the regions with high gradient of
pressure located at the impeller–diffuser interface. The significant
flow velocity at some points, 189 m/s, involves zones with high
shear stress. This result is consolidated by turbulence intensities
calculated in this area. The qualitative analysis of the nature of the

flow, high pressure gradient, turbulence intensity and significant
velocity, make it possible to release a methodology to design pro-
totypes in the near future.

This study thanks to which our numerical modeling has been
validated will be used in a future work in order to determine the
necessary aerodynamic characteristics for an aeroacoustic model-
ing.
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On the Physics of Flow
Separation Along a Low Pressure
Turbine Blade Under Unsteady
Flow Conditions
The present study, which is the first of a series of investigations dealing with specific
issues of low pressure turbine (LPT) boundary layer aerodynamics, is aimed at providing
detailed unsteady boundary flow information to understand the underlying physics of the
inception, onset, and extent of the separation zone. A detailed experimental study on the
behavior of the separation zone on the suction surface of a highly loaded LPT-blade
under periodic unsteady wake flow is presented. Experimental investigations were per-
formed at Texas A&M Turbomachinery Performance and Flow Research Laboratory
using a large-scale unsteady turbine cascade research facility with an integrated wake
generator and test section unit. To account for a high flow deflection of LPT-cascades at
design and off-design operating points, the entire wake generator and test section unit
including the traversing system is designed to allow a precise angle adjustment of the
cascade relative to the incoming flow. This is done by a hydraulic platform, which simul-
taneously lifts and rotates the wake generator and test section unit. The unit is then
attached to the tunnel exit nozzle with an angular accuracy of better than 0.05°, which is
measured electronically. Utilizing a Reynolds number of 110,000 based on the blade
suction surface length and the exit velocity, one steady and two different unsteady inlet
flow conditions with the corresponding passing frequencies, wake velocities and turbu-
lence intensities are investigated using hot-wire anemometry. In addition to the unsteady
boundary layer measurements, blade surface pressure measurements were performed at
Re=50,000, 75,000, 100,000, and 125,000 at one steady and two periodic unsteady inlet
flow conditions. Detailed unsteady boundary layer measurement identifies the onset and
extent of the separation zone as well as its behavior under unsteady wake flow. The
results presented in ensemble-averaged and contour plot forms contribute to understand-
ing the physics of the separation phenomenon under periodic unsteady wake flow. Several
physical mechanisms are discussed.fDOI: 10.1115/1.1905646g

Introduction

In recent years gas turbine engine aerodynamicists have fo-
cused their attention on improving the efficiency and performance
of the low pressure turbinesLPTd component. Research at indus-
try, research centers, and academia has shown that reduction in
blade count can be achieved without substantially sacrificing the
efficiency of the LPT-blading. This reduction contributes to an
increase in thrust/weight ratio, thus reducing the fuel consump-
tion. Contrary to the high pressure turbinesHPTd that operates in
a relatively high Reynolds number environment, the LPT experi-
ences a variation in Reynolds number ranging from 50,000 to
250,000 dependent on operation conditions. Since the major por-
tion of the boundary layer, particularly along the suction surface,
is laminar, the low Reynolds number in conjunction with the local
adverse pressure gradient makes it susceptible to flow separation,
thus increasing the complexity of the LPT-boundary layer aerody-
namics. The periodic unsteady nature of the incoming flow asso-
ciated with wakes substantially influences the boundary layer de-
velopment including the onset and extent of the laminar
separation and its turbulent re-attachment. Of particular relevance
in context of LPT-aerodynamics is the interaction of the wake
flow with the suction surface separation zone. While the phenom-

enon of the unsteady boundary layer development and transition
in the absence of separation zones has been the subject of inten-
sive research that has led to better understanding the transition
phenomenon, comprehending the multiple effect of mutually in-
teracting parameters on the LPT-boundary layer separation and
their physics still requires more research.

The significance of the unsteady flow effect on the efficiency
and performance of compressor and turbine stages was recognized
in the early seventies by several researchers. Fundamental studies
by Pfeil and Herbstf1g, Pfeil et al.f2g, and Orthf3g studied and
quantified the effect of unsteady wake flow on the boundary layer
transition along flat plates. Schobeiri and his co-workersf4–7g
experimentally investigated the effects of periodic unsteady wake
flow and pressure gradient on the boundary layer transition and
heat transfer along the concave surface of a constant curvature
plate. The measurements were systematically performed under
different pressure gradients and unsteady wake frequencies using
a squirrel cage type wake generator positioned upstream of the
curved plate. Liu and Rodif8g carried out boundary layer and heat
transfer measurements on a turbine cascade, which was installed
downstream of a squirrel cage type wake generator mentioned
previously.

Analyzing the velocity and the turbulence structure of the im-
pinging wakes and their interaction with the boundary layer,
Chakka and Schobeirif7g developed an intermittency based un-
steady boundary layer transition model. The analysis revealed a
universal pattern for the relative intermittency function for all fre-
quencies and pressure gradient investigated. However, the above
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investigations were not sufficient to draw any conclusion with
regard to universal character of the relative intermittency function.
Further detailed investigations of the unsteady boundary layer
along a high Reynolds number turbine blade of the Space Shuttle
Main EnginesSSMEd by Schobeiri et al.f9g and its subsequent
analysisf10–12g verified the universal character of the relative
intermittency function. For this purpose, Schobeiri et al.f9g uti-
lized a conceptually different type wake generator, which is also
used for the investigation presented in this paper. Fottner and his
co-workersf13,14g and Schulte and Hodsonf15g used the same
wake generating concept for investigating the influence of un-
steady wake flow on the LPT-boundary layer. Kaszeta, Simon, and
Ashpis f16g experimentally investigated the effect of unsteady
wakes on laminar–turbulent transition within a channel with the
side walls simulating the suction and pressure surfaces of a LPT-
blade. They utilized a retractable cascade of cylindrical rods for
generating the unsteady wakes. Lou and Hourmouziadisf17g ex-
perimentally investigated the effect of oscillating inlet flow con-
ditions on laminar boundary layer separation along a flat plate
under a strong negative pressure gradient which was imposed by
the opposite wall.

Using the surface mounted hot film measurement technique,
Fottner and his co-workersf13,14g, Schröderf18g, and Haueisen,
Schröder, and Henneckef19g documented strong interaction be-
tween wakes and the suction surface separation zone on LPT-
blades, both in wind tunnel cascade tests and in turbine rig. Fur-
thermore, they investigated the boundary layer transition under
the influence of periodic wakes along the LPT-surface and found
that the interaction of wakes with the boundary layer greatly af-
fects the loss generation. Investigations by Halstead et al.f20g on
a large-scale LP-turbine use surface mounted hot films to acquire
detailed information about the quasi-shear stress directly on the
blade surface. As investigations by Cardamone et al.f14g and
Schröderf18g indicate, the benefit of the wake-boundary layer
interaction can be used for design procedure of modern gas tur-
bine engines with reduced LPT-blade number without altering the
stage efficiency.

Most of the above mentioned studies on LP-turbine cascade
aerodynamics have largely concentrated on the measurement of
the signals stemming from hot film mounted on the suction and
pressure surfaces of the blades under investigation. Although this
technique is effective in qualitatively reflecting the interaction of
the unsteady wake with the boundary layer, because of lack of an
appropriate calibration method, it is not capable of quantifying the
surface properties such as the wall shear stress. The few boundary
layer measurements are not comprehensive enough to provide any
conclusive evidence for interpretation of the boundary layer tran-
sition and separation processes and their direct impact on the pro-
file loss, which is a critical parameter for blade design. Further-
more, numerical simulation of unsteady LPT-blade aerodynamics
using conventional turbulence and transition models fails if ap-
plied to low Reynolds number cases. Recent work presented by
Cardamone et al.f14g shows that in the steady state case at Re
=60,000, the separation is captured, however, in the unsteady
case, the separation zone is not reproduced.

The objective of the present study, which is the first of a series
of investigations dealing with specific issues of LPT-boundary
layer aerodynamics, is to provide detailed unsteady boundary flow
information to understand the underlying physics of the inception,
onset, and extent of the separation zone. Furthermore, the un-
steady boundary layer data from the present and planned experi-
mental investigations will serve to extend the intermittency based
unsteady boundary layer transition model developed by Schobeiri
and his co-workersf7,11,12g to the LPT-cases, where separation
occurs on the suction surface at low Reynolds number at design
and off-design points. Furthermore, the experimental results are
intended to serve as a benchmark data for comparison with nu-
merical computation using DNS, LES, or RANS-codes.

It is well known that boundary layer measurement is one of the

time consuming aerodynamic measurements. Any attempt to in-
crease the number of parameters to be studied would inevitably
result in a substantial increase of the measurement time. Consid-
ering this fact, the research facility described in Refs.f9,10g with
state-of-the-art instrumentation has been substantially modified to
study systematically and efficiently the influence of periodic un-
steady and highly turbulent flow on LPT-cascade aerodynamics at
the design and off-design incidence angles, where Reynolds num-
ber, wake impingement frequency, free-stream turbulence, and the
blade solidity can be varied independently.

Experimental Research Facility
To investigate the effect of unsteady wake flow on turbine and

compressor cascade aerodynamics, particularly on unsteady
boundary layer transition, a multipurpose large-scale cascade re-
search facility was designed and has been taken into operation
since 1993.

Since the facility in its original configuration is described in
Refs.f9,10g, only a brief description of the modifications and the
main components is given below. The research facility consists of
a large centrifugal air supplier, a diffuser, a settling chamber, a
nozzle, an unsteady wake generator, and a turbine cascade test
sectionsFig. 1d. An air supplier with a volumetric flow rate of
15 m3/s is capable of generating a maximum mean velocity of
100 m/s at the test section inlet. The settling chamber consists of
five screens and one honeycomb flow straightener to control the
uniformity of the flow.

Two-dimensional periodic unsteady inlet flow is simulated by
the translational motion of a wake generatorssee Fig. 1d, with a
series of cylindrical rods attached to two parallel operating timing
belts driven by an electric motor. To simulate the wake width and
spacing originating from the trailing edge of rotor blades, the
diameter and number of rods can be varied. The rod diameter, its
distance from the LPT-blade leading edge, the wake width and the
corresponding drag coefficient are chosen according to the criteria
outlined by Schobeiri et al.f21g. The belt-pulley system is driven
by an electric motor and a frequency controller. The wake-passing
frequency is monitored by a fiber-optic sensor. The sensor also
serves as the triggering mechanism for data transfer and its ini-
tialization, which is required for ensemble-averaging. This type of
wake generator produces clean two-dimensional wakes, whose
turbulence structure, decay and development is to a great extent
predictablef21g. The facility was used for many unsteady bound-
ary layer transition and heat transfer investigationsf9–12g that
serve as benchmark data for validation of turbulence and transi-
tion models and for general code assessments.

Fig. 1 Turbine cascade research facility with the components
and the adjustable test section
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To account for the inlet flow angle and a high flow deflection of
LPT-cascade, the entire wake generator and test section unit in-
cluding the traversing system were modified to allow a precise
angle adjustment of the cascade relative to the incoming flow.
This is done by a hydraulic platform, which simultaneously lifts
and rotates the wake generator and test section unit. The unit is
then attached to the tunnel exit nozzle with an angular accuracy
less than 0.05°, which is measured electronically.

The special design of the facility and the length of the belts
sLbelt=5,000 mmd enables a considerable reduction of measure-
ment time. For the present investigation, two clusters of rods with
constant diameter of 2 mm are attached to the belts. The two
clusters with spacingsSR=160 mm andSR=80 are separated by a
section which does not have any rods, simulating steady state case
sSR=`d. Thus, it is possible to measure sequentially the effect of
three different spacings at a single boundary layer point. To
clearly define the influence domain of each individual cluster with
the other one, the clusters are separated by a certain distance.
Using the triggering system mentioned above and a continuous
data acquisition, the buffer zones between the data clusters are
clearly visible. The data analysis program removes the buffer
zones and extracts the data pertaining to each cluster. Comprehen-
sive preliminary measurements were carried out to ensure that the
data were exactly identical with the data obtained with an arrange-
ment of rods filling the entire belt at constant spacing.

The cascade test section, located downstream of the wake gen-
erator, includes five blades with a height of 200.0 mm and a chord
of 203.44 mm, Fig. 2. The airfoil used is the Pratt and Whitney
“Pak B” airfoil, whose cascade geometry is given in Table 1. The
cascade test section exhibits the essential flow features such as

laminar boundary layer separation that is inherent to typical LPT-
blades. The blade geometry was made available to NASA re-
searchers and academia to study the specific problems of LPT-
flow separation, its passive and active control and its prevention.
As shown in Ref.f9g, a minimum blade number of 5 is necessary
and sufficient to secure a spatial periodicity for the cascade flow.
The periodicity was verified by comparing the pressure distribu-
tions of blade number 2sSPB-1d and 4sSPB-2d shown in Fig. 2.
These blades were specially manufactured for measurement of
pressure and showed identical pressure distributions. A computer
controlled traversing system is used to measure the inlet velocities
and turbulence intensities, as well as the boundary layers on the
suction and pressure surfaces. The traversing system is vertically
mounted on the plexiglass side wall. It consists of a slider and a
lead screw that is connected to a dc-stepper motor with an encoder
and decoder. The optical encoder provides a continuous feedback
to the stepper motor for accurate positioning of the probes. The
system is capable of traversing in small steps up to 2.5mm, which
is specifically required for boundary layer investigations where
the measurement of the laminar sublayer is of particular interest.

Instrumentation, Data Acquisition, and Data Reduction
The data acquisition system is controlled by a personal com-

puter that includes a 16 channel, 12-bit analog-digitalsA/Dd board
sNI, PCI-MIO-16E-1d. Time dependent velocity signals are ob-
tained by using a commercial 3-channelsTSI, IFA-100d, constant
temperature hot-wire anemometer system that has a signal condi-
tioner with a variable low pass filter and adjustable gain. A Prandtl
probe, placed upstream of the diffuser, monitors the reference ve-
locity at a fixed location. The pneumatic probes are connected to
high precision differential pressure transducerssMKS 220CD,
range: 0–10 mmHgd for digital readout. Several calibrated ther-
mocouples are placed downstream of the test section to constantly
monitor the flow temperature. The wake generator speed and the
passing frequency signals of the rods are transmitted by a fiber-
optic trigger sensor. The passage signals of the rods are detected
by the sensor using a silver-coated reflective paint on one of the
belts. This sensor gives an accurate readout of the speed of the
wake generator and the passing frequency of the rods. The signals
of the pressure transducers, thermocouples, and trigger sensors are
transmitted to the A/D board and are sampled by the computer.
The second and fourth blade are each instrumented with 48 static
pressure taps. The taps are connected to a scanivalve, which se-
quentially transferred the pressure signals to one of the transduc-
ers that was connected to the A/D board. UsingLABVIEW software,
the data acquisition system including the computer and the A/D
board was upgraded. Two adjacent blades are used for boundary
layer measurement.

Steady and unsteady data are taken by angle calibrated, custom
designed miniature single hot wire probes. At each boundary layer
position samples were taken at a rate of 20 kHz for each of 100

Fig. 2 Cascade geometry and stagger angle are listed in Table
1. Number of blades=5, SPB-1 and SPB-2 are blades with static
pressure taps, HFB is instrumented with surface mounted hot
films to be used for future investigations.

Table 1 Parameters of turbine cascade test section

Parameters Values Parameters Values

Inlet velocity Vin=4 m/s Inlet turbulence intensity Tuin=1.9%
Rod translational speed U=5.0 m/s Blade Re-number Re=110,000
Nozzle width W=200.0 mm Blade height hB=200 mm
Blade chord c=203.44 mm Cascade solidity s=1.248
Blade axial chord cax=182.85 mm Zweifel coefficient CA=1.254
Blade suction surface length LSS=270.32 mm Cascade angle w=55 deg
Cascade flow coefficient F=0.80 Cascade spacing SB=163 mm
Inlet air angle to the cascade a1=0 deg Exit air angle from the cascade a2=90 deg
Rod diameter DR=2.0 mm Rod distance to lead. edge LR=122 mm
Cluster 1sno rod, steadyd SR= ` mm V-parameter steady case V=0.0
Cluster 2 rod spacing SR=160.0 mm V-parameter for cluster 1 V=1.59
Cluster 3 rod spacing SB=80.0 mm V-parameter for cluster 2 V=3.18
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revolutions of the wake generator and low pass filtered at 10 kHz.
The data were ensemble-averaged with respect to the rotational
period of the wake generator. Before final data were taken, the
number of samples per revolution and the total number of revolu-
tions were varied to determine the optimum settings for conver-
gence of the ensemble-average.

For the steady state case, the instantaneous velocity compo-
nents are calculated from the temperature compensated instanta-
neous voltages by using the calibration coefficients. The instanta-
neous velocity can be represented in the following form.

V = V̄ + v s1d

WhereV̄ is the meanstime-averagedd velocity andv is the turbu-
lent fluctuation component. The mean velocity, also known as the
time-average, is given by:

V̄ =
1

Mo
j=1

M

Vj s2d

where M is the total number of samples at one boundary layer
location. The root mean square value of the turbulent velocity
fluctuation is obtained from the instantaneous and mean velocities
by:

v =Î 1

Mo
j=1

M

sVj − V̄d2 s3d

and the local turbulence intensity is defined as:

Tuloc =
v

V̄
3 100 =

1

V̄
Î 1

Mo
j=1

M

sVj − V̄d2 3 100 s4d

The ensemble-averaged velocity, fluctuation velocity, and the tur-
bulence intensity were calculated from the instantaneous velocity
samples by:

Vistid ; kVistidl =
1

No
j=1

N

Vijstid s5d

vistid ; kvistidl =Î 1

No
j=1

N

fVijstid − kVistidlg2 s6d

kTuistidl ; kTuistidl =
kvistidl
kVstdlref

3 100 s7d

whereN=100 is the total number of wake generator periods and
M the number of samples taken per period.kVstdlref is the refer-
ence ensemble averaged velocity for the particular boundary layer
traverse. The ensemble-averaged boundary layer parameters such
as displacement thicknesskd1l, momentum thicknesskd2l, and
shape factorkH12l are calculated as follows:

d1 ; kd1l =E
0

kdl S1 −
kVl
kVle

Ddy s8d

d2 ; kd2l =E
0

kdl kVl
kVle

S1 −
kVl
kVle

Ddy s9d

H12 ; kH12l =
kd1l
kd2l

s10d

In the above equations the signsk l refer to ensemble averaged
quantities. For brevity we will dropk l in the following discus-
sions.

Experimental Results and Discussion
Detailed surface pressure and boundary layer measurements

were performed at three different Re-numbers. For each Reynolds
number three different reduced frequencies were applied. For gen-
eration of unsteady wakes, cylindrical rods with the diameterdR
=2 mm were chosen to fulfill the similarity criterion that requires
the generation of a drag coefficientCD that is approximately equal
to theCD of the turbine blade with the chord and spacing given in
Table 1sfor details we refer to the studies in Refs.f21,22g.

To accurately account for the unsteadiness caused by the fre-
quency of the individual wakes and their spacings, the flow ve-
locity, and the cascade parameters, we define a reduced frequency
V that includes the cascade soliditys, the flow coefficientw, the
blade spacingSB, and the rod spacingSR. Many researchers have
used Strouhal number as the unsteady flow parameter, which only
includes the speed of the wake generator and the inlet velocity.
However, the currently defined reduced frequencyV is an exten-
sion of Strouhal number in the sense that it incorporates the rod
spacingSR and the blade spacingSB in addition to the inlet veloc-
ity and wake generator speed. For surface pressure, measurement
rods with uniform spacings as specified in Table 1 were attached
over the entire belt length. For boundary layer measurement, how-
ever, clusters of rods were used, as described previously.

Surface Pressure Distributions.Detailed static surface pres-
sure measurements were taken at Re=50,000, 75,000, 100,000,
and 125,000 using the two static pressure blades SPB-1 and
SPB-2 shown in Fig. 2. The two blades measured identical static
pressure distributions confirming the spatial periodicity.

For each Reynolds number three different reduced frequencies,
namelyV=0.0, 1.59, and 3.18, are applied that correspond to the
rod spacingsSR=`, 160, and 80 mm. The pressure distributions in
Fig. 3, which pertain to SPB-1, show the results of one steady and
two unsteady cases. The pressure signals inherently signify the
time-averaged pressure because of the internal pneumatic damp-
ing effect of the connecting pipes to the transducer. The noticeable
deviation in pressure distribution between the steady and unsteady
cases, especially on the suction surface, is due to the drag forces
caused by the moving rods. The drag forces are imposed on the
main stream and cause momentum deficiency that lead to a reduc-
tion of the total and static pressure.

The time-averaged pressure coefficients along the pressure and
suction surfaces are plotted in Fig. 3. Starting with Re=50,000
and steady state withV=0 shown in Fig. 3sad the suction surface
supper portiond, exhibits a strong negative pressure gradient. The
flow accelerates at a relatively steep rate and reaches its maximum
surface velocity that corresponds to the minimumcp=−4.0 at
s/s0=0.42. Passing through the minimum pressure, the fluid par-
ticles within the boundary layer encounter a positive pressure gra-
dient that causes a sharp deceleration untils/s0=0.55 has been
reached. This point signifies the beginning of the laminar bound-
ary layer separation and the onset of a separation zone. As seen in
the subsequent boundary layer discussion, the part of the separa-
tion zone characterized by a constantcp-plateau extends up to
s/s0=0.746, thus occupying more than 19% of the suction
surface.

Passing the plateau, the flow first experiences a second sharp
deceleration indicative of a process of re-attachment followed by
a further declaration at a moderate rate. On the pressure surface,
the flow accelerates at a very slow rate, reaches a minimum pres-
sure coefficient ats/s0<0.42 and continues to accelerate until the
trailing edge has been reached. Unlike the suction surface, the
pressure surface boundary layer does not encounter any adverse
positive pressure gradient that triggers separation. However, close
to the leading edge, a small depression in the curve extending
from s/s0<0.08 to 0.24 indicates the existence of a small size
separation zone that might be attributed to a minor inlet flow
incidence angle.

Considering the unsteady case with a reduced frequency ofV
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=1.59 that corresponds to a rod spacing ofSR=160.0 mm, Fig.
3sad exhibits two distinctive characteristics:s1d A noticeable de-
viation in pressure distribution between the steady and unsteady
cases. As mentioned above, this deviation is attributed to the mo-
mentum deficiency that leads to a reduction of the total and static
pressure.s2d For Re,125,000, the wakes have a substantial re-
ducing impact on the streamwise extent of the separation plateau.
As seen in Fig. 3sad, the trailing edge of the plateau has shifted
from s/s0=0.746 to s/s0=0.664. This shift has reduced the
streamwise extent of the separation plateau from 19% to less than
11% of the suction surface length which is, in this particular case,
more than 42% reduction in streamwise extent of the separation
plateau. Although the extent of the separation plateau is not nec-
essarily identical with the extent of the separation zone, the rela-
tive reductions presented above adequately reflect the relative re-
duction of the size of the separation zone. Doubling the reduced
frequency toV=3.18 by utilizing a rod spacing ofSR=80.0 mm
causes a slight shift of thecp-distribution compared with theV
=1.59-case. One should bear in mind that pneumatically measured
surface pressure distribution represents a time integral of the pres-
sure events only. Detailed information regarding the structure of
the separation zone requires a detailed unsteady boundary layer or
surface pressure measurement by fast response probes, as will be
discussed in the subsequent sections. Increasing the Reynolds
number to Re=75,000 has not brought major changes in steady-
statecp-distribution. This is also true for the subsequent higher
Reynolds number cases at steady state, Figs. 3sbd–3sdd. However,
the combination of higher Re-number with unsteady wakes re-
veals that the noticeable deviation in pressure distribution between
the steady and unsteady cases discussed above is diminishing with
increasing the Re-number as shown in Figs. 3sbd–3sdd. Two coun-
teracting factors are contributing to this deviation. The first factor
is attributed to the momentum deficiency and the associated total
pressure losses caused by moving wakes, as discussed above. The
second factor pertains to the energizing effect of the impinging
wakes on the boundary layer. Although the impinging wakes
cause velocity and momentum deficits, their high turbulence in-
tensity vortical cores provide an intensive exchange and transfer

of mass, momentum, and energy to the blade surface, thus ener-
gizing the low energetic boundary layer. In conjunction with the
surface pressure distribution, the kinetic energy of the normal ve-
locity fluctuation component plays a crucial role. In case of a low
Re-number flow, the strong damping effect of the wall shear stress
has the tendency to reduce the normal contribution of turbulence
kinetic energy, thereby diminishing its surface pressure augment-
ing effect. Increasing the Reynolds number results in a decrease of
the damping effect of the wall shear stress, allowing the kinetic
energy of the normal velocity fluctuation component to increase
the surface pressure, thus offsetting the wake deficit effects on the
pressure distribution. This fact is clearly shown in Figs. 3sad–3sdd,
where the pressure distributions of unsteady flow cases atV
=1.59 andV=3.18 systematically approach the steady state cases
at Re=75,000, 100,000 and very visibly at Re=125,000. It is
worth noting that the impact of the unsteady wakes on the extent
of the separation zone is preserved regardless of the Reynolds
number variation performed in this study.

Time Averaged Velocity Distributions. Following the surface
pressure investigations that mainly addressed the onset and extent
of the separation zone discussed previously, comprehensive
boundary layer measurements were performed to identify the
streamwise and normal extent as well as the deformation of the
separation zone under unsteady wake flow. The steady state case
serves as the reference configuration.

Boundary layer profiles were taken for one steady and two un-
steady inlet flow conditions on the suction surface along 31
streamwise locations parallel to the cascade front. After complet-
ing the velocity measurements, the boundary layer coordinates
were transformed into a blade orthogonal coordinate system. Ve-
locities at blade normal positions were obtained by interpolating
their transformed values. The results showed almost no difference
between the interpolated and noninterpolated velocity data. Ex-
perimental investigations were performed for three different val-
ues of V=0.0, 1.59, and 3.18. These values cover the reduced
frequency range encountered in LPT-design and off-design opera-
tion conditions.

Fig. 3 Static pressure distribution at four different Re-numbers and re-
duced frequencies V=0,1.59,3.18, „no rod, 160 mm, 80 mm …, Start
=Separation start for steady and unsteady cases, SE=Separation end for
steady case, UE=Separation end for unsteady cases.
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The effect of wake frequency on time averaged velocity and
turbulence fluctuation distributions is shown in Fig. 4 at four rep-
resentative streamwise locations for Re=110,000. Upstream of the
separation zone ats/s0=0.52 and its proximitys/s0=0.588, the
velocity distributions inside the boundary layer are not affected by
wakes. Inside the separation zone ats/s0=0.705, a substantial
influence of the wake frequency is observed. Higher wake fre-
quency introduces fluctuation kinetic energy into the boundary
layer which tends to reverse the separation tendency. Velocity dis-
tributions ats/s0=0.767, 0.805, 0.849, and 0.898snot presentedd
clearly show that the wake impingement shortens the streamwise
extent of the separation zone compared to the steady case. Down-
stream of the separation zone, where the flow is fully reattached,
s/s0=0.951, the impact of wake on the boundary layer is reduced.
This effect is clearly shown in the velocity distribution ats/s0
=0.951. In accord with the previous investigations by Schobeiri et
al. f10g on a HP-turbine cascade, an increased wake frequency
causes turbulence fluctuations to rise inside and outside the
boundary layer as shown in Fig. 4sbd. However, once the bound-
ary layer is re-attached and the velocity distribution assumes a
turbulent profile, no major changes are observed in velocity as
well as fluctuation distribution.

Ensemble-Averaged Boundary Layer Velocity Distributions.
Figure 5 displays two representative temporal ensemble-averaged
velocity distributions for Fig. 5sad steady and Fig. 5sbd unsteady
flow conditions with their characteristic features. Both figures
show the boundary layer development from the freestream to the
blade surface at a streamwise position ofs/s0=0.0208. Approach-
ing the wall surface, both velocities experience a continuous de-
celeration. The velocity gradient in both cases causes generation
and formation of vortices that transform the steady nature of case
sad into an unsteady one as clearly demonstrated in Fig. 5sad. The

unsteady case displayed in Fig. 5sbd is characterized by its deter-
ministic temporal periodicity. Approaching the wall surface from
y=10.1 to 3.45 mm, the traveling periodic wake experiences a
phase shift, while maintaining its deterministic nature. However,
by penetrating into the boundary layer, the interaction between
wake and boundary layer causes the deterministic nature to degen-
erate into a stochastic one. The results presented in Fig. 5 are in
full agreement with those discussed in Refs.f7,12g.

Temporal Behavior of the Separation Zone Under Unsteady
Wake Flow. Velocity distributions on the suction surface with
time as the parameter are plotted in Fig. 6. The nondimensional
time st /td values are chosen so that they represent the temporal
states within one full period of wake passing. As Figs. 6sad–6sed
show, the velocity distributions inside and outside the boundary
layer at fixeds/s0-locations experience moderate to pronounced
changes. Figure 6sad represents the instantaneous velocity distri-
bution upstream of the separation zone followed by Figs.
6sbd–6sed which represent the velocity distributions inside the
separation zone. The last Fig. 6sfd exhibits the instantaneous ve-
locity distribution downstream of the separation zone. In discuss-
ing the following results, we simultaneously refer to the wake
distribution as well as the turbulence fluctuation results.

Figure 6sad exhibits the velocity distribution on the suction sur-
face at s/s0=0.402. At this streamwise position, the laminar
boundary layer is subjected to a strong negative pressure gradient.
The boundary layer distributions at differentst /td experience
changes in magnitude that reflect the corresponding changes of
the impinging periodic wake velocity. It is worth noting, that de-
spite the injection of turbulence kinetic energy by the impinging
wakes, no local instantaneous boundary layer transition occurs.

Fig. 4 Distribution of time averaged velocity „a… and fluctua-
tion rms velocity „b… along the suction surface for steady case
V=0 „SR= ` … and unsteady cases V=1.59 „SR=160 mm … and
V=3.18 „SR=80 mm … at Re=110,000. Note the changes in y
scale.

Fig. 5 Ensemble averaged velocity as a function of time for „a…
steady flow case V=0 „SR= ` … and „b… unsteady case V=1.59
„SR=160 mm … at s /s0=0.0208 and Re=110,000
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This is because of the strong negative pressure gradient that pre-
vents the boundary layer from becoming instantaneously transi-
tional. Instantaneous velocity distributions inside the separation
zone are shown in Figs. 6sbd–6sfd.

As a representative case, we discuss the results plotted in Fig.
6sed at s/s0=0.674. During the time interval fromt /t close to 0.5
s1.5, 2.5, etc.d to aboutt /t=0.75 s1.75, 2.75, etc.d, the separation
zone is exposed to the wake external flow being under the influ-
ence of relatively lower turbulence. This flow does not have the
capability to suppress the separation zone. Thus the separation
region is clearly shown by the velocity distributions att /t=0.5
and t /t=0.75. As the wake passes over the blade ats/s0=0.674
introducing high turbulence kinetic energy into the boundary
layer, the boundary layer is energized causing the separation zone
to partially reduce or disappear. This leads to an instantaneous
re-attachment. This time interval corresponds to the case where
the flow is completely under the influence of wake and corre-
spondingly the re-attached velocity distribution assumes a turbu-
lent profile characterized by the curves att /t=1.0, t /t=0.05, and
t /t=0.25 shown in Fig. 6sed. To emphasize this statement, the
steady state velocity distribution at the same streamwise position
is also plotted in Fig. 6sed using full circles. It shows clearly the
separated nature of the boundary layer which coincides with the
instantaneous velocity profile att /t=0.5. Intermediate times re-
flect the gradual change between the separation and re-attachment
as the flow is undergoing the influence of the oncoming wake.
Moving to the trailing edge of the separation zone, ats/s0
=0.705, Fig. 6sfd, a partial reduction in boundary layer thickness
as the result of wake impingement is visible, however, the sepa-
ration zone does not seem to disappear.

Temporal-Spatial Resolution of the Separation Zone.To bet-
ter understand the underlying physics of the LPT-flow separation,
detailed unsteady flow measurements are performed to identify
the onset and extent of the separation zone discussed previously.
The separation zone can be thought of as a curve that connects the

velocity inflection points along the suction surface. Starting with a
reduced frequency ofV=1.59 sSR=160 mmd at s/s0=0.520, Fig.
7sad exhibits the start of the separation zone with a normal extent
of less than 1.0 mm. The impingement of the periodic wake ver-
tical core with the high turbulence intensity causes a local periodic
contraction of the zone in normal direction. Convecting down-
stream, the normal extent increases, thus the contraction appears
more pronounced, Figs. 7sbd–7sdd. Substantial contraction occurs
toward the trailing edge of the separation zone as shown in Figs.
7sed and 7sfd. Similar flow picture is observed when operating at a
reduced frequency ofV=3.18 sSR=80 mmd.

Studying the temporal distribution of the turbulence fluctua-
tions along the streamwise extension of the separation zone, it is
proposed that, in conjunction with the pressure gradient and peri-
odic wakes, there is another crucial mechanism responsible for the
normal and streamwise decrease of the separation zone. This
mechanism constitutes a combination of the high turbulence fluc-
tuation level and its gradient. It is the temporal gradient of the
turbulence fluctuation, or more precisely, the fluctuation accelera-
tion ]vrms/]t that provides higher momentum and energy transfer
into the boundary layer energizing the separation zone and caus-
ing it to partially or entirely disappear.

For better understanding this phenomenon, we present the wake
and the fluctuation velocity in Fig. 8 for the streamwise position
s/s0=0.651 indicated in Fig. 7sed. For the sake of clarity, we scale
up the fluctuation velocity with a factor of 4 and choose an arbi-
trary normal position ofy=2.85 mm to be sufficiently above the
separation zone.

Figure 8 exhibits two distinct regions:s1d A wake vortical core,
occupied by vortices that originate from the moving cylindrical
rods and generate high turbulence fluctuations, ands2d a wake
external region between the adjacent vortical cores with relatively
low turbulence activities. The wake configuration is asymmetric
as discussed in Ref.f21g. Figure 7sed is enlarged in Fig. 9 to
reveal further details.

As Fig. 9 shows, the separation zone starts to contract att /t
=1.25s2.25, etc.d. This point coincides with the streamwise posi-
tion of the velocity maximum, which exactly corresponds to the
position of the fluctuation minimum, as shown in Figs. 8 and 10.
At this point, the fluctuation within the vortical core starts to
increase while the velocity continuously decreases. This process
continues until the end contraction att /t=1.41 has been reached.
Thereafter, the separation zone is subjected to a process of inten-
sive exchange of momentum and energy that causes the separation
to diminish, as shown in Fig. 9. The process of separation con-
traction, suppression, and regeneration is summarized in Fig. 10.
It shows more details of separation contraction and suppression.
In this context, it is necessary to subdivide the vortical core shown
in Fig. 8 into four distinct regions, separated by thick dashed lines,
as presented in Fig. 10. Regionsad is characterized by the initial
positive gradient of the fluctuation]v /]t.0 marked with an up-
ward arrow. Regionsbd represents the substantial part of the vor-
tical core with an intense turbulence activity. Regionscd serves as
a transition region between regionsbd and the relatively calm
region sdd characterized by]v /]t,0.

For an initial fluctuation gradient]v /]t.0, the separation zone
begins to contract att /t=1.25. This initial gradient is crucial for
initiating the contraction process. Once the maximum fluctuation
velocity with the temporal gradient]v /]t=0 at t /t<1.41 is
reachedfFig. 10sadg, the process of energizing the separation zone
starts transferring momentum and energy into the separation zone,
thereby preventing its regenerationfFig. 10sbdg. Passing the tran-
sition region fFig. 10scdg, the process of suppression continues
until the end of the vortical region att /t<2.0 is reached. At this
point the external wake region with its low turbulence content
arrives causing a regeneration of the separation zone, thus revers-
ing the entire suppression process.

While turbulence fluctuation expressed in terms of higher tur-
bulence intensity is well known for influencing the flow separa-

Fig. 6 Distribution of the ensemble averaged velocity develop-
ment along the suction surface for different s /s0 with time t /t
as parameter for V=1.59 „SR=160 mm … and Re=110,000, note
scale change in „f…
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tion, its gradient enhances the effect of delaying the onset and
reducing the extent of the separation zone. The fluctuation gradi-
ent is an inherent feature of the incoming periodic wake flow and
does not exist in a statistically steady flow that might have high
turbulence intensity.

The results clearly indicate that for the particular blade under
investigation, one has to deal with a large separation on the suc-
tion surface. These observations in comparison with the steady-
state reference case suggest that, once a separation zone is mani-
fested, its size can be significantly reduced by periodic wake
impingement, but it cannot be completely removed. The results
presented here are valid for blades with a similar pressure distri-
bution discussed earlier. Since the onset and extent of the separa-
tion zone is uniquely associated with the pressure gradient, blades
can be designed with less local adverse pressure gradient, whose
separation onset can completely be suppressed by impinging
wakes.

Boundary Layer Ensemble Averaged Integral Quantities.
The integral parameters, such as momentum thickness and shape
factor, are of particular interest to a turbine designer, since they
provide an accurate first estimation of the quality of the designed
blade. The ensemble-averaged distributions of the momentum de-
ficiency thickness and shape factor for the suction surface are
shown in Figs. 11sad–11scd for V=1.59 at differents/s0-locations.
The momentum thickness values are nondimensionalized with re-
spect to the value corresponding to the steady case withV=0. The
periodt represents the wake-passing period that is specific to the
individual wake generating cluster, which is characterized by the
V-value under investigation. The periodic behavior of the
ensemble-averaged momentum thickness over the entire suction
surface as a result of the embedded periodic wake flow is clearly
visible from Fig. 11. It represents the momentum thickness behav-

ior at different s/s0-locations upstream, within and outside the
separation zone. The relative momentum thickness distribution
upstream of the separation zone in Fig. 11sad integrally exhibits a
slight increase, whereas inside the zone shown in Fig. 11sbd, a
substantial decrease is apparent. At the immediate vicinity of the
separation zone trailing edge,s/s0=0.705 close to re-attachment,
Fig. 11scd, the momentum thickness experiences a noticeable in-
crease, which by convecting downstream decreases again and ap-
proaches the integral values that are close to the steady state case.

The ensemble averaged relative shape factorH12-distributions
on the suction surface at the same streamwise locations are plotted
in Figs. 12sad–12scd. Upstream of the separation zone, Fig. 12sad,
they experience a similar periodic change with an average value
that is close to the value of the steady case. Moving into the
separation zone, Figs. 12sbd and 12scd, each streamwise location
presents its own form parameter that is specific to the velocity
distribution we discussed.

Conclusions
A detailed experimental study on the behavior of the separation

zone on the suction surface of a highly loaded LPT-blade under
periodic unsteady wake flow was presented. One steady and two
different unsteady inlet wake flow conditions with the correspond-
ing passing frequencies, wake velocity, and turbulence intensities
were investigated utilizing a new large-scale, subsonic research
facility. The results of the unsteady boundary layer measurements
were presented in ensemble-averaged, and contour plot forms.
Surface pressure measurements were performed at Re=50,000,
75,000, 100,000, and 125,000. At each Reynolds number, one
steady and two periodic unsteady inlet flow measurements were
performed. The surface pressure distribution showed no major
changes with respect to the above Re-number changes. Noticeable

Fig. 7 Contour plot of the ensemble averaged velocity distribution showing the effect of
periodic wakes on the separation zone at different streamwise positions and Re=110,000
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changes occurred while operating at unsteady flow conditions.
Detailed unsteady boundary layer measurement identified the on-
set and extent of the separation zone as well as its behavior under
unsteady wake flow. Passing the wake flow with its highly turbu-
lent vortical core over the separation region caused a periodic
contraction and expansion of the separation zone. It was proposed
that, in conjunction with the pressure gradient and periodic wakes,
the temporal gradient of the turbulence fluctuation, or more pre-
cisely the fluctuation acceleration]vrms/]t provides higher mo-
mentum and energy transfer into the boundary layer energizing
the separation zone and causing it to partially or entirely disap-
pear. We found that for]vrms/]t.0, the separation zone starts to
contract whereas for]vrms/]t,0 it gradually assumes the shape
before the contraction. The existence of higher turbulence fluctua-
tions expressed in terms of higher turbulence intensity is well
known for influencing the flow separation; its gradient is of cru-
cial importance in suppressing or preventing the onset and the
extent of the separation zone. The fluctuation gradient is an inher-
ent feature of the incoming periodic wake flow and does not exist
in a statistically steady flow that might have high turbulence in-
tensity.

Uncertainty Analysis
The Kline and McKlintockf23g uncertainty analysis method

was used to determine the uncertainty in the velocity after cali-
bration and data reduction for the single-wire probe. The Kline
and McKlintock method determines the uncertainty for a 95%
confidence level. The uncertainty in velocity for the single-wire
probe after data reduction is given in Table 2. As shown, the
uncertainty in velocity increases as the flow velocity decreases.
This is due to the pneumatic pressure transducer having a large
uncertainty during calibration.
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Fig. 8 Wake velocity and fluctuation rms distribution, Re
=110,000

Fig. 9 Separation zone, definition of contraction begin, con-
traction end, suppression, and regeneration

Fig. 10 Separation contraction, suppression, and regenera-
tion, Re=110,000

Fig. 11 Ensemble-averaged relative momentum thickness dis-
tribution along the suction surface for V=1.59 „SR=160 mm …

and Re=110,000
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Nomenclature
c 5 blade chord

cax 5 axial chord
Cp 5 pressure coefficient,Cp=sp−p1d / spt−pdinl

dR 5 rod diameter
M 5 number of samples
N 5 number of wake cycles

p,pt 5 static, total pressure
p1 5 static pressure of first tap on suction surface
Re 5 Reynolds number Re=S0Vexit/n
SB 5 blade spacing
SR 5 rod spacing

s 5 streamwise distance from blade leading edge
s0 5 blade suction surface arc length

t 5 time
Tu 5 turbulence intensity
U 5 belt translational velocity

Vax 5 axial velocity
Vexit 5 exit velocity

V 5 velocity
v 5 fluctuation velocity
y 5 normal distance from the surface
g 5 blades stagger angle
n 5 kinematic viscosity
t 5 one wake-passing period
s 5 cascade solidity,s=c/SB
w 5 flow coefficient,w=Vax/U

cA 5 Zweifel coefficient
cA=2 sin2 a2scota2−cota1dsB/cax

V 5 reduced frequencyV=c/SRU /V7ax=s /wSB/SR

Subscripts
ax 5 axial
B 5 blades
R 5 rod

1,2 5 stations

References
f1g Pfeil, H., and Herbst, R., 1979, “Transition Procedure of Instationary Bound-

ary Layers,” ASME Paper, 79-GT-128.
f2g Pfeil, H., Herbst, R., and Schröder, T., 1983, “Investigation of the Laminar

Turbulent Transition of Boundary Layers Disturbed by Wakes,” ASME J. Eng.
Power, 105, pp. 130–137.

f3g Orth, U., 1993, “Unsteady Boundary Layer Transition in Flow Periodically
Disturbed by Wakes,” ASME J. Turbomach.,115, pp. 707–713.

f4g Schobeiri, M. T., and Radke, R. E., 1994, “Effects of Periodic Unsteady Wake
Flow and Pressure Gradient on Boundary Layer Transition along the Concave
Surface of a Curved Plate,” ASME Paper 94-GT-327, presented at the Inter-
national Gas Turbine and Aero-Engine Congress and Exposition, Hague, Ned-
erlands, June 13–16, 1994.

f5g Schobeiri, M. T., Read, K., and Lewalle, J., 2003, “Effect of Unsteady Wake
Passing Frequency on Boundary Layer Transition, Experimental Investigation
and Wavelet Analysis,” ASME J. Fluids Eng.,125, pp. 251–266.

f6g Wright, L., and Schobeiri, M. T., 1999, “The Effect of Periodic Unsteady Flow
on Boundary Layer and Heat Transfer on a Curved Surface,” ASME J. Heat
Transfer, November 1998,120, pp. 22–33.

f7g Chakka, P., and Schobeiri, M. T., 1999, “Modeling of Unsteady Boundary
Layer Transition on a Curved Plate under Periodic Unsteady Flow Condition:
Aerodynamic and Heat Transfer Investigations,” ASME J. Turbomach.,121,
pp. 88–97.

f8g Liu, X., and Rodi, W., 1991, “Experiments on Transitional Boundary Layers
with Wake-Induced Unsteadiness,” J. Fluid Mech.,231, pp. 229–256.

f9g Schobeiri, M. T., Pappu, K., and Wright, L., 1995, “Experimental Study of the
Unsteady Boundary Layer Behavior on a Turbine Cascade,” ASME 95-GT-
435, presented at the International Gas Turbine and Aero-Engine Congress and
Exposition, Houston, Texas, June 5–8, 1995.

f10g Schobeiri, M. T., John, J., and Pappu, K., 1997, “Experimental Study on the
effect of Unsteadiness on Boundary layer Development on a Linear Turbine
Cascade,” Journal of Experiments in Fluids,23, pp. 303–316.

f11g Schobeiri, M. T., Wright, L., and Chakka, P., 2000, “Periodic Unsteady Flow
Aerodynamics and Heat Transfer Studies on a Curved Surface, Combined Part
I and II,” Int. J. Rotating Mach.,6, pp. 393–418.

f12g Schobeiri, M. T., and Chakka, P., 2002, “Prediction of Turbine Blade Heat
Transfer and Aerodynamics Using Unsteady Boundary Layer Transition
Model,” Int. J. Heat Mass Transfer,45, pp. 815–829.

f13g Brunner, S., Fottner, L., and Schiffer, 2000, “Comparison of two highly loaded
turbine cascade under the influence of wake-induced transition,” ASME 2000-
GT-268, presented at the International Gas Turbine and Aero-Engine Congress
and Exposition, Munich, Germany, May 8–11, 2000.

f14g Cardamone, P., Stadtmüller, Fottner, L., and Schiffer, 2000, “Numerical Inves-
tigation of the Wake-Boundary Layer Interaction on a Highly Loaded LP-
Turbine Cascade Blade,” ASME 2002-GT-30367, presented at the Interna-
tional Gas Turbine and Aero-Engine Congress and Exposition, Amsterdam,
Nederlands, June 3–6, 2002.

f15g Schulte, V., and Hodson, H. P., 1996, “Unsteady Wake-Induced Boundary
Layer Transition in High Lift LP Turbines,” ASME Paper 96-GT-486.

f16g Kaszeta, R. W., Simon, T. W., and Ashpis, D. E., 2001, “Experimental Inves-
tigation of Transition to Turbulence as Affected by Passing Wakes,” ASME
Paper 2001-GT-0195.

f17g Lou, W., and Hourmouziadis, J., 2000, “Separation bubbles under Steady and
Periodic Unsteady Main Flow Conditions,” ASME Paper 200-GT-270.

f18g Schröder, Th., 1989, “Measurements with hot-film probes and surface
mounted hot film gages in a multi-stage low-pressure turbine,” European Pro-
pulsion Forum, Bath, UK.

Fig. 12 Ensemble averaged relative form parameter distribu-
tion along the suction surface for V=1.59 „SR=160 mm …, Re
=110,000

Table 2 Uncertainty in velocity measurement for hot-wire
probe
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Experimental and Numerical
Investigation on the Effects of the
Seeding Properties on LDA
Measurements
The characteristics of the seeding particles, which are necessary to implement the laser
Doppler anemometry (LDA) technique, may significantly influence measurement accu-
racy. LDA data were taken on a steady-flow rig, at the entrance of the trumpet of the
intake system of a high-performance engine head. Five sets of measurements were car-
ried out using different seeding particles: samples of micro-balloons sieved to give three
different size ranges (25–63mm,90–200mm, and standard as received from the manu-
facturer1–200mm), smoke from a “home-made” sawdust burner (particle sizeø1 mm),
and fog from a commercial device (particle size around1 mm). The LDA data were
compared with the results of two-phase computational fluid dynamics simulations. The
comparison showed a very good agreement between the experimental and numerical
results and confirmed that LDA measurements with particle dimensions in the order of
1 mm or less represent the actual gas velocity. On the contrary, quite large particles,
which are often used because of their cost and cleanliness advantages, introduce non-
negligible errors.fDOI: 10.1115/1.1899167g

Introduction
The most advanced experimental techniques for accurately

measuring local instantaneous velocity make use of optical meth-
ods: laser Doppler anemometry, phase Doppler anemometry, and
particle image velocimetryf1g. However, the result of these mea-
surements is not the actual fluid velocity but the velocity of par-
ticles sseedingd that are dispersed in the fluid and that scatter the
light. Both gases and liquids must therefore be carefully seeded
with particles of appropriate characteristics.

The properties of the particles are a fundamental requisite for
measurement accuracy. In particular, the seeding particles should
have two main characteristics: they have to carefully follow the
fluid flow and they have to scatter an adequate light quantity in
order to give a strong signal with respect to background noise.
Regarding the first, small, low-density particles are preferred. In
regard to the light scattering performance, identification of an op-
timum particle diameter, which maximizes the signal-to-noise ra-
tio, is possible. The goodness of a seeding system, however, is
also judged in connection with other properties, which, after all,
determine its actual utilization. The seeding system must be ca-
pable of continuously generating large volumes of seeding par-
ticles. The particles must have a low degree of toxicity, corrosive-
ness, abrasiveness, and both a low tendency to soil the optical
surfaces and to evaporate or to aggregate. Sometimes the possi-
bility of their operating in aggressive environmentsse.g., combus-
tiond is also mandatory, and, finally, their cost must be acceptable
f2,3g.

As a result of the above considerations, a wide interest exists in
the evaluation of the difference between fluid and particle velocity
as a result of the seeding characteristics, particularly in those ap-
plications where considerable measurement is required, so that
cost and soiling considerations suggest the use of inexpensive and

clean even if relatively large and heavy particlesf4g. A previous
work evaluated the performance of a sample of particles in a
particular size rangef5g. The present paper exposes LDA mea-
surements, which were taken on a steady-flow rig, at the entrance
to the intake system of a high-performance internal combustion
engine, by using particles of different size and origin: micro-
balloons sieved in three different dimensions and smoke and fog
generated by means of two different techniques. At the same time,
CFD simulations of a two-phase flow of air and a small quantity
of particless,10% in volume, with the same size and density as
the ones used in the experimentsd were performed. The simula-
tions correctly predicted the velocity of both the particles and the
main flow saird and showed that in the investigated conditions the
error associated with quite big particles can reach 10–16%, while
the smaller particles follow gas flow with absolutely negligible
differences.

Background
Seeding particles must have two basic properties in order to be

adapted to LDA applications: they must be able to follow the flow
and they must scatter enough light to produce a good signal-to-
noise ratiof2,3g. In addition, other more “handy” aspects of a
seeding system are also relevant.

Fluid Dynamic Considerations.The LDA technique measures
the velocity of the particles which are dispersed in the fluid. This
velocity depends on the shape, size, and density of the particles as
well as on the fluid velocity, density, and viscosity. In the case of
spherical particles, which are dispersed in a gas and whose density
is much greater than that of the gas, the force acting on them can
be expressed asf6g

F = mp
dvp

dt
= 3mpdsv f − vpd s1d

or, equivalently,
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1

6
pd3rp

dvp

dt
= 3mpdsv f − vpd s2d

If the fluid velocity is a constant, the particle velocity will be
given by

vpstd = v f + fvps0d − v fge−t/t s3d

where

t =
mp

3pmd
=

rpd
2

18m
s4d

is a time constant. The time that a particle needs to reach the fluid
velocity, therefore, decreases as particle density and size decrease
and as the fluid viscosity increases. These are also the conditions
in order that the particle can follow rapid velocity variations of the
flow.

Optical Considerations. Even though small particles follow
the fluid velocity more easily, larger particles scatter more light.
The light signal is therefore stronger, but the background noise
level usually also increases, so that the improvement of the signal-
to-noise ratio is not guaranteed. As matter of fact, the optical
signal quality drops if the particle size becomes comparable with
the s fringe spacing of the control volume. In such a case, the
particle occupies both bright and dark fringes at the same time, so
that the modulation of the light signal may be poor. The modula-
tion depth or visibility factor:

Fv =
ymax− ymin

ymax+ ymin
, s5d

whereymin andymaxare, respectively, the minimum and maximum
level of the light signal, in the case of spherical particles of diam-
eterd is equal tof2g

Fv = U2J1s«d
«

U s6d

where

« =
pd

s
s7d

and J1s«d is a Bessel function of the I type. In this case, the
signal-to-noise ratio is proportional toJ1s«d and becomes maxi-
mum when«=1.841; i.e., when the ratio of the particle diameter
to the fringe spacing is 0.586f2g.

Practical Remarks. Besides good fluid dynamic and optical
behavior, the seeding particle should also possess other practical
characteristics. The seeding must be compatible with the other
equipment involved in the application, so it should not be corro-
sive, toxic, scratching, or soiling; in addition, it should be continu-
ously and inexpensively generated even in quite large quantities.
Many of the particle properties are closely related to the genera-
tion technique used. Often, aerosol, or atomization, techniques are
adopted, which generate monodisperse seeding; i.e., uniform par-
ticle size. Aerosols, however, are not easily generated in large
quantitiesf6g. Another frequently used technique is the evapora-
tion and condensation of water-based fog liquid. In some applica-
tions, however, the generated fog tends to condense along ducts
and on the optical accesses. In addition, the liquid used in the fog
generators is quite expensive.

Among the possible generation techniques, the fluidization pro-
cedure is often adopted in internal combustion engine investiga-
tions, since the other techniques usually produce soiling problem
for ducts and optic accessesf4,7g. With this type of seeding gen-
erator the particles size depends on the adopted powder. Very
small particles are difficult to use, because of their aggregation
tendency due to electrostatic attractionf8g. Furthermore, high
quality seeding particles are available on the market for fluidiza-
tion equipments, but their cost is usually very high. Low-cost

particles are therefore often adopted, in spite of their dimensions,
when large amounts of experimental data are necessary.

LDA measurements

Experimental Apparatus. The experimental investigation was
carried out by means of a steady-flow rig, enabling air to be
forced through the intake system of an engine head by means of a
blower, while the valve lift is fixed to a selected valuesFig. 1d.
The flow rig can deliver flow rates in the range 40–600 m3/h for
ambient; cylinder pressure drops up to about 10 kPa at low flow
rates and 5 kPa at the highest flow rates. In addition to global
mass flow rate, the facility also enables local velocity measure-
ments with LDAf9g.

The LDA system is a one-color systemsi.e., capable of mea-
suring one component of the velocityd in a backscattering configu-
ration, with a Bragg-cell frequency shifter. The system uses an
argon-ion laser as a light sources2 W on the green line, atl
=514.5 nmd and optical fibers for both transmitting and collecting
optics. The main geometrical data of the optical system are:

• beam spacing 38 mm
• focal length 400 mm
• probe volume width 0.194 mm
• probe volume length 4.09 mm
• number of fringes 35
• fringe spacing 5.42mm

If a frequency shifter module is used, the number of fringes de-
pends on other parameters, such as record length, center fre-
quency, and band width used by the signal processor. In the case
of the reported measurements, the resulting number of fringes was
48.

The movement of the LDA probe is obtained by using a mi-
crometerX-Y traversing system. The probe can also be rotated
around its axis and moved verticallysZ axisd. A dedicated signal
processor, which performs fast-Fourier transform processing of
the original signal in order to extract the Doppler frequency, is
used for the analysis of the Doppler signal and ensures rejection
of the signal produced by different particles that may be present
within the measuring volume at the same time. The processor is
linked to a computer in order to store and analyze the data.

Three different seeding systems were employed during the in-
vestigation. The first one adopts a fluidized bed-like scheme. A
fraction of the inlet air is first dried and then passed through a
horizontal porous diaphragm on the top of which a layer of silica
micro-balloons is deposited. Figures 2 and 3 show the polydis-

Fig. 1 Scheme of the steady-flow test rig: „1… blower, „2… en-
gine head, „3… cylinder, „4… bypass valve for flow regulation, „5…
flow meter, and „6… differential manometer.

Journal of Fluids Engineering MAY 2005, Vol. 127 / 515

Downloaded 03 Jun 2010 to 171.66.16.154. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



persed nature of these particles, 80% of which have a size in the
range 10–100mm. The air stream then carries the particles and is
subsequently mixed with the main intake air at the engine inlet
f7,10g. A second seeding system, a custom-madef11g smoke gen-
erator, was tested. No specific size measurement was made on
these particles. However, data from literature show that major part
of the particles generated by wood combustion is in the range
30–300 nm and that the particle distribution of manually operated
burners varies considerably during a burning cyclef12g. Smoke
generators usually soil the optical accesses quite rapidly. This was
not a problem in the reported tests because the measurements
were taken in a free stream at the entrance to the engine intake
system. The third seeding system is a commercial device, which
generates a fog of very small dropletssmean size around 1mmd
by evaporation and condensation of a water-based liquid. Figure 4
shows the droplet size distribution, provided by the manufacturer.

Measuring Conditions. The measurements with all the differ-
ent seeding particles were performed on a grid on the middle
plane at the entrance of thetrumpetof the intake system of a high
performance engine headf4g. On the trumpet axis, the measuring
points were located at a distance of 5, 10, 15, 20, 25, and 30 mm
from the entrancesFig. 5sadd, while additional measuring points
were selected along lines orthogonal to the trumpet axis at dis-

tances of 5, 15, and 30 mm from the entrance, spaced 6 mm one
from the othersFig. 5sbdd. Finally, measurements were taken at all
points of the measuring grid by using the commercial fog genera-
tor only. One velocity component was measured at a time and at a
given point, thus assuming that the flow conditions of both air and
particles do not vary with time. In addition, it was assumed that
the particle flow does not influence the continuous phase. Tests
were carried out at the fixed mass flow rate 0.166 kg/s. Figure
5scd shows a view of the experimental setup.

Five sets of measurements were carried out, by using different
seeding particles: samples of micro-balloons sieved to give three
different size rangess25–63mm,90–200mm, and standard as re-
ceived from the manufacturer 1–200mmd, smoke from a custom-
made sawdust burnersparticle size less than 1mmd, and fog from
a commercial devicesparticle size around 1mmd. In all the con-
ditions, the particle-to-air ratio was kept less than 10% in volume.
At each measuring point 3000–10,000 realizations were acquired
for each velocity component both in the case of the microballoons
and of the commercial fog generator and about 3000 in the case of
the smoke. Typical mean data rate values of 0.8–1.2 kHz were
acquired for the LDV measurements with 70–95% of the data
valid.

The relative uncertainty of the experimental velocity measure-
ments, which is due mainly to the setup of the electronics system,
is ø2.1%. The uncertainty of the mass flow rate measurements is
ø1.5%. More details on experimental uncertainty are given in the
Appendix.

CFD simulations
As the geometry and the boundary conditions of the physical

system are axis-symmetric and the body forces can be considered
negligible, the numerical analysis of the two-phase flowsparticle-
laden flowd at the entrance to the intake system was carried out by
means of three-dimensionals3Dd axis-symmetric Navier-Stokes
equations, which take advantage of the hypothesis of symmetry in
order to reduce the computational effort, without losing the 3D
features and without any assumption about the velocity profile.

Geometric Domain.The computational domain consists of an
intake plenum and of the trumpet entrance, at the end of which a
duct of constant diameter was added. Figure 6 shows the 3D axis-
symmetric geometric domain and its two-dimensional section.
The diameter and the height of the step, as well as the bending
radius at the entrance to the trumpet are the same as the real ones.
On the contrary, the end of the geometric domain was fictitiously
placed at a distance 218 times the height of the step to the intake
plenum, in order to enable constant pressure conditions at the exit
section to be fixed. Three different structured grids with four node
elements were used for the geometric domain “discretization” and
a grid-independent solutionf13g.

Boundary Conditions. Axis-symmetric boundary conditions,
with zero angular components were set for the continuous phase

Fig. 2 Microscope photograph of micro-balloons

Fig. 3 Cumulative distribution and logarithmic density of
micro-balloons

Fig. 4 Size distribution of the fog droplets, as provided by the
manufacturer
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flow. A uniform velocity value of the dispersed particles, normal
to the inlet boundarysFig. 6d, was evaluated on the basis of the
plenum external area A and of the particle volumetric flow rate qp.
In addition, at this boundary the values of all turbulence quantities
were set to zero, since in the intake plenum the flowfield is lami-
nar. As for the pressure values at the inlet section, ambient experi-
mental ones were used. Conversely, at the exit section, the pres-
sure value that resulted in a mass flow rate equal to the
experimental one. m˙ exp was selected by means of an iterative pro-
cedure. Furthermore, on the wall of the duct, the velocity compo-
nents were set to zero for the continuous phase and the reflection
condition was adopted for the dispersed particles. Table 1 summa-
rizes the boundary conditions for the particle-laden flow.

The overall uncertainty of the CFD calculations isø0.2%. The
issue of the numerical accuracy is discussed in more detail in the
Appendix.

Numerical Procedure. The simulations were carried out by
means of a finite volume commercial codef14g. Because of the
low volumetric ratio between the solidsparticlesd and the fluid
saird phasess,10%d, a two-phase Eulerian-Lagrangian model

was used to calculate the trajectory of the particles. This model
besides solving the transport equations for the continuous phase:

]srfd
]t

+ ¹ · srfvWd = ¹ · sG ¹ fd + Sf s8d

also allows a discrete second phase in a Lagrangian frame of
reference to be simulated. This second phase consists of spherical
particles dispersed in the continuous phase. The trajectory calcu-
lations are based, in this particular case, on the force balance on
the particle, by using the local conditions of the previously calcu-
lated continuous phase flowfieldsuncoupled approachd:

dvi
p

dt
=

18m

rpdp
2

CDRe

24
svi

f − vi
Pd +

gisrp − rd
rp

+ Fi
p s9d

At the entrance to the intake system the flowfield is laminar, as
the intake air comes from the rest and no turbulence generator
exists before the trumpet. On the contrary, near the exit section the
flow is turbulent, due to the presence of a step within the trumpet
sRe=1.83105, calculated using the medium velocity and the di-
ameter of the duct at the exit sectiond. The problem was solved for

Fig. 6 Axis-symmetric geometric model

Fig. 5 Measurement location at the entrance of the intake trumpet. „a… Location of the measuring
points along the trumpet axis „b…. Location of the measuring points along lines orthogonal to the
trumpet axis. „c… Experimental setup.
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the turbulent case and at the inlet boundary section the values of
all turbulence quantities were set to zero. For the continuous
phase, thek-« realizableturbulence model was applied. This over-
comes the deficiencies of the traditionalk-« modelsturbulent nor-
mal stress less than zero; violation of the Schwarz inequalityd by
adopting a new eddy-viscosity formula and a new equation for the
dissipation term« f15,16g. In order to accurately represent the
flow near the wall of the duct, a very fine mesh was adopted in
this region. As the Mach number wasø0.13, compressibility ef-
fects were neglected and the density value of the continuous phase
was set equal to the experimental one. In addition, the governing
equations of the two-phase field flow were solved sequentially
ssegregated solution methodd.

Results
The symbols of Fig. 7 clearly state the problem of the depen-

dence of LDA results on the seeding characteristics. The figure
presents the axial LDA velocity measurements1, which were taken
along the axis of the intake trumpet, one at a 5 mmdistance from
the othersFig. 5sadd, in the case of two different seeding particles:
standard microballoons with diameter in the range 1–200mm, and
smoke sø1 mmd. The micro-balloon velocity is significantly
lower than the smoke velocity and the difference slightly increases
as the measuring point approaches the trumpet entrance, where the
pressure gradients are bigger and the flow acceleration higher.

The causes of these velocity differences were investigated by
using particles of different size and by means of CFD simulations.
The standard micro-balloon sample was divided into two smaller
subsampless25–63mm and 90–200mmd by a sieving procedure.
This firstly aims to reduce the granulometric dispersion of the
silica seeding, secondly to evaluate the effect produced by the
particle dimension on LDA measurements, and finally to validate
the two-phase flow model at the entrance to the intake system.
The CFD codef14g was used to simulate of the two-phase flow of
25 and 63mm particles dispersed in air. The air velocity is the
same, both in the case of a flow of air only and in the case of a
two-phase flow. This is due to the very low particle volumetric
fraction. The measurementsssymbolsd and the results of the simu-
lations slinesd are compared in Fig. 8 again for the case of the
axial velocities along the trumpet axissmeasuring points of Fig.
5sadd. Like the experimental evidence, the simulations predict that
the particle velocity at a fixed distance from the entrance grows as
the particle size decreases, and that the difference between con-
tinuous and discrete phase slightly augments as the distance from
the entrance diminishes. The figure shows that the experimental
data, obtained using the smallest micro-balloon powders, lie well
in between the CFD results for the 25 and 63mm cases and that
the smoke experimental data are in good agreement with the air
velocity obtained from the simulation. The agreement between
experimental and numerical results is also confirmed in the other
measuring points. As an example, Fig. 9 compares the axial ve-
locity of the small micro-balloons along three lines orthogonal to
the trumpet axis, 5, 15, and 30 mm away from the intake entrance
sFig. 5sbdd.1The axial velocity is positive if directed toward the trumpet entrance; the radial

velocity is positive if directed toward the trumpet axis.

Table 1 CFD boundary conditions

Boundary conditions: Continuous phase Discrete phase

On solid walls v=vw=0 sno slip conditiond Reflection condition
Heat flow =0sadiabatic flowd

On fluid boundaries Inlet: Inlet: uvpu= qp

A =const
p=constsExperim. valuesd
l =0 direction:n
m /mt=0 snormal to the boundaryd
Outlet:
p=const=psṁexpd

On symmetry axis ]sd /]n=0, for all dependent variables

Fig. 7 LDA measurements taken using micro-balloons and
smoke

Fig. 8 Comparison of the LDA data and CFD simulation re-
sults „trumpet axis …
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The effect of the sieving procedure on the velocity measure-
ments is shown in more detail in Fig. 10. The particle selection
technique has a positive effect. In fact, the adoption of the small-
est powders allows a better characterization of the air flow. At the
highest pressure gradient, a spur in the axial velocity between the
smallest and the standard silica particles of about 4% is recorded.
Even though this spur is comparable with the measurement uncer-
tainty s,2.1%d, the fact that the velocity obtained with the
smaller particles is systematically higher than the velocity ob-
tained with the larger ones, makes this difference meaningful.
However, the gap relative to the continuous phase remains signifi-
cant. This difference is better illustrated in Fig. 11, which outlines
how the gap rises as the measuring point approaches the trumpet
entrance. The relative difference, i.e., the former difference di-
vided by air velocity, falls in the 11–15% range.

The preceding analysissFig. 8d showed that smoke is a good
tracer for air. Nevertheless, two drawbacks have been found: first
of all, soiling problems localized on ducts exist; second, control
the particle dimensions is impossible. For these reasons, the per-
formances of a new fog generator were evaluated. Fog and smoke
data along the trumpet axis are compared in Fig. 12. Both the fog
and the smoke generators produce measurements in good agree-
ment with CFD calculations. The comparison shows that smoke
determines a slight increase in data dispersion relative to the nu-
merical results. This is probably due to greater difficulty in con-
trolling the size of the particles. As an example, Fig. 13 illustrates
the velocity distribution obtained at the point located on the trum-

pet axis, at a distance 20 mm from the entrance, by using the two
seeding techniques. The standard deviation registers a larger value
when smoke particles are used. For these reasons, the fog system
was adopted to characterize the flowfield at the trumpet intake
entrance and to evaluate the influence of the seeding properties on
LDA measurements. To this purpose, the experimental investiga-
tion was carried out by acquiring the axial and radial velocity
components in all the grid measuring pointssFig. 5d. Figure 14
shows the comparison between fog and the smallest micro-
balloons in terms of axial velocities. For simplicity, the plot refers
only to the measurements acquired along three parallel liness5,
15, and 30 mm away from the intake entranced. The differences
remain almost constant moving in a radial direction. This is prob-
ably due to the fact that, in the radial direction, the axial pressure
gradients can be considered uniform]s]p/]zd /]r <0. As already
observed, the silica powders have greater difficulty following the
continuous phase as the measuring point approaches the trumpet
entrance. On the contrary, smaller velocity differences are regis-
tered on the radial componentssFig. 15d owing to the very low
radial pressure gradientssu]p/]r u,1 kPa/m versus u]p/]zu
,20 kPa/md.

In order to investigate the influence of the pressure gradients on
the LDA measurements, new CFD simulations were performed
for 25 and 63mm particle diameters. All the boundary conditions

Fig. 12 Comparison of the LDA data „smoke and fog … and CFD
results „air … along the trumpet axis

Fig. 9 Comparison of the LDA data and CFD simulation re-
sults „radial direction ….

Fig. 10 Effect of the sieving procedure

Fig. 11 Absolute and relative differences in the axial compo-
nent of the velocity along the trumpet axis between micro-
balloons „LDA measurements … and air „model …
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were maintained except for the pressure value at the exit section.
This value was chosen as14 , 1

2 , 3
4, and 2 times the pressure outlet

used in the previous simulations.
Figure 16 shows the axial pressure gradient as a function of the

velocity difference between the continuous and discrete phase.
Data refer to the measuring points along the trumpet axis. A
unique trend is present for each powder samplesparabolic curves
are obtainedd. This means that, for the investigated conditions, the

slip along the axis is mainly a function of the local pressure gra-
dient. Once the pressure gradient is fixed, the gap between con-
tinuous and discrete phase raises as the particle dimension in-
creases due to a largest inertia effect. Furthermore, the difference
between the two curves grows with the pressure gradient. Ulti-
mately, numerical data lie on the same curvessi.e., logarithmic
laws have been foundd by considering the percentage velocity
differences as function of axial pressure gradientsFig. 17d. In
particular, the figure shows that initially the difference between
the two curves increases with the pressure gradients, afterwards,
this gap remains almost constant and equal to 6% foru]p/]zu
.20 kPa/m.

Conclusion
The flow at the entrance to the trumpet of the intake system of

a high-performance engine head was investigated by means of the
LDA technique and of CFD simulations. The LDA measurements
were accomplished with seeding particles of very different sizes,
and the CFD analysis simulated the different two-phase flows.
The outcomes of the two approaches were compared in order to
assess the influence of the seeding characteristics on the LDA
measurements. The comparison has shown a very good agreement
between the experimental and numerical results and has confirmed

Fig. 13 Comparison of the velocity distributions by using
smoke and fog particles

Fig. 14 Axial velocities comparison by using fog and smaller
micro-balloons

Fig. 15 Radial velocities comparison by using fog and smaller
micro-balloons

Fig. 16 Axial pressure gradient as a function of the velocity
difference between the continuous and discrete phase along
the trumpet axis
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that LDA measurements with particle dimensions of the order of
1 mm or less represent the actual gas velocity. On the contrary,
quite large particles, which are often used because of their lower
cost and cleanliness, introduce non-negligible errors, which in the
case of the reported tests were in the 13–16% range. Even if the
same particles are sieved the measurement error only decreases
slightly.

Finally, the results obtained with a commercial fog generator
are far superior. Taking into account that the cost of the LDA
equipment is inherently high, the use of a professionally made fog
generator is, therefore, recommended in all the application where
the presence of the fog is compatible with the phenomenon to be
analyzed.
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Nomenclature
A 5 plenum boundary area

CD 5 drag coefficient
Fp 5 viscous force acting on the particle
F 5 additional force acting on the particle

Fv 5 visibility factor
I 5 turbulence intensity

JI 5 Bessel function of theI type
N 5 measurements number

Re 5 Reynolds number
S 5 source term
d 5 particle diameter
g 5 gravitational acceleration
h 5 step height
k 5 turbulence kinetic energy

m 5 mass
ṁ 5 mass flow rate
n 5 normal direction

nf 5 fringe number
r 5 radial coordinate
q 5 volumetric flow rate
s 5 fringe spacing
t 5 time

v 5 absolute velocity
w 5 wall
y 5 level of the light signal
z 5 axial coordinate
G 5 diffusion coefficient
d 5 uncertainty on the general variable
« 5 turbulent dissipation
m 5 molecular viscosity of the fluid
mt 5 turbulent viscosity
r 5 density
s 5 standard deviation
t 5 time constant
f 5 general variable

Subscripts and Superscripts:
exp 5 experimental

f 5 fluid
i 5 generic spatial direction

max5 maximum
min 5 minimum

p 5 particle
f 5 general variable

Abbreviations
CFD5 computational fluid dynamics
LDA5 laser Doppler anemometry
d.c.e.5 discrete conservation equation

APPENDIX: Error Analysis

A. Numerical Accuracy
In order to reduce the numerical discretization errorsnumerical

diffusiond, the mesh was generated aligned with the flow as much
as possible. Furthermore, the use of quadrilateral grid elements,
with second-order space discretization for the diffusive and con-
vective terms of the governing equations allowed accurate results
to be obtained in the more complex flow zones of the computa-
tional domain. To obtain a mesh-independent solution, two grid
refinements were used. Table 2, shows the main characteristics of
the three different meshessM1, M2, M3d that were employed.

Table 3, compares the percentage variation of the continuous
phase axial velocity component,fsVaxMi

−VaxMi+1
d /VaxMi

g 100, cal-
culated at six locations along the trumpet axis, for the two grid
refinements: M1→M2,M2→M3.

Unlike the first refinement

VaxMi
− VaxMi+1

VaxMi

· 100, 3,

the second one improves the numerical solution only marginally

VaxMi
− VaxMi+1

VaxMi

· 100ø 0.2.

The same is true at all locations within the computational domain.
In other words, the two steady axis-symmetric numerical solutions
that were obtained with the M2 and M3 meshes are essentially the
same, and therefore it can be concluded that the calculations,
which make use of the M2 mesh, are grid independent.

As for the solving procedure, the numerical solution to the vis-
cous incompressible flow was obtained by the pressure correction
techniquesSimpled. The convergence check was performed by
examining the decay of the residualsR and by monitoring the
variations of the mass flow rateṁ at the exit section as a functions
of the iterations. The residuals were defined as the sum of the
absolute imbalance of the discrete conservation equationsd.c.e.d
for a general variablef over all the computational cells. This was
scaled with a scaling factorsS=sṁfdind, representative of thef
flow rate through the domain. The residuals can be written:

Fig. 17 Percentage velocity differences as function of the
axial pressure gradient „25 and 63 mm particles …
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Rf =
1

So
cells

uimbalance d.c.e.u sA1d

where Rf is the residual for the variablef si.e., f=vr, radial
momentum equationd. As a stopping criterion for the iterative cal-
culations process, the occurrence of constant residual values for
several iterationsssay 100 or mored was adopted. Besides, a very
low percentage variation between inlet and outlet mass flow rate
was imposed:

ṁin − ṁout

ṁin

100, 0.005.

Table 4 shows typical residuals levels when convergence was
achieved.

B. Experimental Uncertainty

Velocity. The uncertainty on LDA measurements is a function
of the fringe number nf in the control volumef2g:

dv
v

, ±
1

nf
sB1d

As the LDA experimental setup uses 48 fringes, the velocity mea-
surement uncertainty is

dv
v

, ± 2.1% sB2d

Using a different approachf17,18g, the mean velocity uncer-
tainty and the rms velocity uncertainty withz=1.96 s95% confi-
dence leveld are, respectively,

dv = ±
zs

ÎN − 1
; ds = ±

zs

Î2N
sB3d

Applying Eqs.sB3d, it follows that the relative uncertainty on the
mean and rms velocity values ranges fromdv /v<0.04% and
ds /s<1.4% in the case of fog and 10,000 velocity data, respec-
tively, recorded todv /v<3.7% andds /s<2.5% in the case of
micro-balloons and smoke with 3000 velocity data recorded. The
lowest value is obtained at the maximum axial velocity point, on
the trumpet axis, whereas the highest one refers to the small tan-
gential velocity, near the trumpet axis; this analysis does not take
into account the tangential velocity values on the trumpet axis,
which are<0.

Mass flow rate. If a quantity F=Fsx1,x2,… ,xnd, the uncer-
tainty can be expressed asf2g

dF =ÎS ]F

]x1
dx1D2

+ S ]F

]x2
dx2D2

+ ¯ + S ]F

]xn
dxnD2

sB4d

wheredxi is the uncertainty in parameterxi.
As the mass flow rate has been calculated asṁ=rq, the relative

uncertainty is

dṁ

ṁ
=ÎSdr

r
D2

+ Sdq

q
D2

sB5d

Applying Eq. sB4d and knowing the uncertainty on the quanti-
ties related to the mass flow rate measurements, it is found that

dṁ

ṁ
< ± 1.3 %. sB6d
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Growth of Binary Alloyed
Semiconductor Crystals by the
Vertical Bridgman-Stockbarger
Process with a Strong
Magnetic Field
This paper presents a model for the unsteady species transport for the growth of alloyed
semiconductor crystals during the vertical Bridgman-Stockbarger process with a steady
axial magnetic field. During growth of alloyed semiconductors such as germanium-
silicon (GeSi) and mercury-cadmium-telluride (HgCdTe), the solute’s concentration is not
small, so that density differences in the melt are very large. These compositional varia-
tions drive compositionally driven buoyant convection, or solutal convection, in addition
to thermally driven buoyant convection. These buoyant convections drive convective
transport, which produces nonuniformities in the concentration in both the melt and the
crystal. This transient model predicts the distribution of species in the entire crystal
grown in a steady axial magnetic field. The present study presents results of concentra-
tion in the crystal and in the melt at several different stages during crystal
growth. fDOI: 10.1115/1.1899169g

1 Introduction
During crystal growth without a magnetic field or with a weak

magnetic field, turbulent or oscillatory melt motions can produce
undesirable spatial oscillations of the concentration, or microseg-
regation, in the crystalf1g. Turbulent or oscillatory melt motions
lead to fluctuations in the heat transfer across the growth interface
from the melt to the crystal. Since the local rate of crystallization
depends on the balance between the local heat fluxes in the melt
and the crystal, fluctuations in the heat flux from the melt create
fluctuations in the local growth rate that create microsegregation.
A moderate magnetic field can be used to create a body force that
provides an electromagneticsEMd damping of the melt motion
and to eliminate oscillations in the melt motion and thus in the
concentration of the crystal. Unfortunately, the elimination of
mixing and a moderate or strong EM damping of the residual melt
motion may lead to a large variation of the crystal’s composition
in the direction perpendicular to the growth directionsradial mac-
rosegregationd.

On the other hand, if the magnetic field strength is so strong
that the melt motion is reduced sufficiently so that it has no effect
on the composition in the crystal, then this diffusion-controlled
species transport may produce a radially and axially uniform com-
position in the crystal grown by the Bridgman-Stockbarger pro-
cess or directional solidificationf2g. In order to achieve diffusion-
controlled species transport, the species transport Péclet number
Pem=UR/D must be small, whereU is the characteristic velocity
for the magnetically damped melt motion and is inversely propor-
tional to the square of the magnetic flux densityB, while R is the
characteristic dimension of the melt andD is the diffusion coef-
ficient for the species in the molten semiconductor. If Pem!1,
then the characteristic ratio of convection to diffusion of species is
small and the species transport is diffusion controlled. However,

since typical values ofD are extremely smallf3g, i.e., 1 to 2
310−8 m2/s, it would not be practical to grow a crystal in the
extremely large field strength that would be required to achieve
diffusion-controlled species transport. Even for the strongest mag-
netic fields available with superconducting magnets, Pem.1. As
the magnetic field strength decreases, the of Pem increases. There-
fore, the objective is to identify a magnetic field that is strong
enough to eliminate flow oscillations but which moderately damps
the melt motion in order to improve both radial and axial unifor-
mity in the crystal.

For alloyed semiconductor crystal growth, the density differ-
ences due to compositional variations in the melt are very large.
During the growth of alloyed semiconductor crystals such as
silicon-germanium sGeSid or mercury-cadmium-telluride
sHgCdTed, both compositional and thermal variations in the melt
create density differences that drive solutal convection. This so-
lutal convection drives species transport, which causes segrega-
tion in the crystal. In germanium-silicon, for example, the mole
fraction of germanium may vary from 0.95 in the melt that has not
yet received any rejected germanium to 0.99 near the interface,
and this compositional difference corresponds to a density differ-
ence of nearly 300 kg/m3. During the growth of alloyed semicon-
ductor crystals, the application of magnetic fields has shown great
promise. For example, Watring and Lehoczkyf4g have shown that
the radial variation between the maximum and minimum concen-
trations can be decreased by more than a factor of 3 with the
application of a 5 T magnetic field, arising because the magnetic
field retards the sinking of the heavier melt to the center of the
ampoule, which results in less radial segregation. Ramachandran
and Watringf5g reported a reduction in the radial segregation in
all of their samples that were grown in a magnetic field. Albous-
siere et al.f6g also experimentally investigated the influence of a
magnetic field on segregation in a metallic alloy.

For a typical crystal growth process, resolution of thin species-
diffusion boundary layers having anOsPem

−1d thickness is often
very challenging because the species transport Péclet number can
have very large values. Several grid points must be concentrated
inside each layer in order to give accurate results because these
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boundary layers play critical roles in the transport. As the mag-
netic flux densityB of the externally applied magnetic field is
increased, the value of Pem decreases and the species-diffusion
boundary layers become thicker, but the value of the Hartmann
number Ha=BRss /md1/2 increases, wheres andm are the electri-
cal conductivity and dynamic viscosity of the melt, respectively.
Therefore, there are thin species-diffusion or viscous boundary
layers for every value ofB. Therefore, the simultaneous numerical
solution of the full Navier-Stokes, internal energy, and species
transport must always have a very fine spatial grid and a very
small time step. Models that accurately predict the species distri-
bution in an entire crystal for any combination of process vari-
ables are needed to facilitate process optimization.

In a previous studyf7g, we presented an asymptotic and nu-
merical solution for the dilute species transport during the solidi-
fication of a doped crystal by the Bridgman-Stockbarger process
with a steady axial magnetic field. This study considered only
pure crystals with very small dopant concentrations so that there
was only thermally driven buoyant convection. During the growth
of alloyed semiconductor crystals, the velocity and mole fraction
of either species are intrinsically coupled because the buoyant
convection is driven by both the thermal and compositional varia-
tions in the melt. In the 1970s, Hartf8g presented an asymptotic
and numerical solution for the motion of a stratified salt solution
with both thermally driven and compositionally driven buoyant
convection, or solutal convection, and without a magnetic field or
solidification in a rectangular cavity. Maf9g and Wang and Ma
f10g presented an asymptotic and numerical solution for the mo-
tion of a molten semiconductor with solutal convection, with a
magnetic field and with solidification in a rectangular cavity. Liu
et al. f11g numerically studied solutal convection during the trav-
eling heater method with a magnetic field. Several important stud-
ies f12–15g have numerically investigated the effects of solutal
convection on segregation during solidification without magnetic
fields. In the present study, we treat the species transport during
the solidification of a germanium-silicon alloy during a realistic
process; namely, the vertical Bridgman-Stockbarger process with
a uniform, steady, axial magnetic field. The present study elimi-
nates the need for impractical computing resources by using an
asymptotic approach to treat the entire period of time needed to
grow a crystal. This approach involves an analytic solution to the
internal energy equation, and a hybrid solution for the simplified
coupled Navier-Stokes, electromagnetic, and species transport
equations. The purpose of this paper is to illustrate a method that
can be used to optimize the benefits of a magnetic field for a given
crystal growth situation.

Researchers have reviewed the literature on crystal growth in
the presence of magnetic fields. Garandet and Alboussièref16g
reviewed the literature on experimental studies of Bridgman-
Stockbarger growth of semiconductor crystals, and Walkerf17g
reviewed the use of asymptotic methods in modeling of semicon-
ductor crystal growth.

2 Temperature
This paper treats the unsteady, axisymmetric species transport

of silicon in a germanium melt during the vertical Bridgman-
Stockbarger process with an externally applied, uniform, steady,

axial magnetic fieldBẑ. Here,r̂ , û, andẑ are the unit vectors for
the cylindrical coordinate system. During the Bridgman-
Stockbarger process, the ampoule is moved from an isothermal
hot zone where the germanium-silicon has been melted, through
an adiabatic or thermal-gradient zone where the melt solidifies,
and into a cold zone where the crystal is cooled. Our dimension-
less problem is sketched in Fig. 1. The coordinates and lengths are
normalized by the ampoule’s inner radiusR, anda is the dimen-
sionless length of the ampoule.

Experimentsf4g have shown that magnetic fields can control
compositionally driven buoyant convection so that the electro-

magnetic body force must be comparable to the characteristic
gravitational body force associated with compositional variations.
Since the electric currents only arise from the melt motions across
the magnetic field, the magnetic field can damp the melt motion
but cannot completely suppress it. Therefore, this balance gives a
characteristic velocity for the magnetically damped, composition-
ally driven, buoyant or solutal convectionf9g,

U =
rogbcCo

sB2 , s1d

wherero is the melt’s density at the solidification temperatureTo,
g is gravitational acceleration,bc is the compositional coefficient
of volumetric expansion, andCo is the initial uniform mole frac-
tion of silicon in germanium. Thus, we can expect the melt motion
to decrease roughly as B2 as the magnetic field strength is in-
creased.

The crystal-melt interface moves at a constant velocityUg
=vU, wherev is the dimensionless interface velocity. The planar
crystal-melt interface lies atz=−b, where the instantaneous di-
mensionless axial lengthbstd=a−vt decreases during growth.
With time t normalized byR/U, the dimensionless time to grow
the entire crystal isa/v.

The characteristic ratio of the convective to conductive heat
transfer is the thermal Péclet number Pet=ro

2gbcCocpR/ksB2,
which varies asB−2. Here,cp andk are the specific heat and the
thermal conductivity of the melt, respectively. For a sufficiently
large value ofB and for practical growth rates, convective heat
transfer and the heat released by the cooling melt are negligible
compared to the conductive heat transferf18g. Ma and Walker
f19g investigated the effects of convective heat transfer on the
temperature distribution and on the thermally driven buoyant con-
vection are negligible for Pet,15.0. For molten germanium-
silicon with R=7.5 mm,B=0.5 T andCo=0.10, Pet=3.44. This
value of Pet is sufficiently small that convective heat transfer is
negligible.

As long as the furnace is axisymmetric, the melt’s temperature
is independent ofu, and Tsr ,zd is the deviation of the melt’s
dimensional temperature from the hot-zone temperature, normal-
ized bysDTdo wheresDTdo is the difference between the hot-zone
temperature andTo. Here,z=1+2z/b is a rescaled axial coordi-
nate, so that −1øzø +1 for all time. For each instantaneous melt
depth, the temperature is given by a separation-of-variables solu-
tion f7g,

Fig. 1 Vertical Bridgman-Stockbarger ampoule with a uniform,
steady, axial magnetic field Bẑ and with coordinates normal-
ized by the ampoule’s inner radius
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whereI0 or I1 is the modified Bessel function of the first kind and
zeroth or first order. Here,d is the dimensionless vertical distance
between the crystal-melt interface and the vertical position where
the adiabatic and hot-zone meet, while Bi is the Biot number for
the heat transfer from the furnace through the ampoule wall. Some
typical isotherms for Bi=10,d=0.1, andb=1.0 are presented in
Fig. 2. The thermal gradients are concentrated in a region of the
melt near the crystal-melt interface because this region of the
ampoule is adjacent to the furnace’s thermal-gradient zone. The
remainder of the melt, which lies adjacent to the hot-zone is iso-
thermal at the hot-zone temperature.

The model is idealized because we have assumed that the
crystal-melt interface is planar. The heat flux is primarily axial in
the thermal-gradient zone where the crystal-melt interface lies.
Since the thermal conductivity of the solid germanium is less than
half that of the melt, the crystal represents a thermal barrier caus-
ing some of the heat flux to flow radially outward to the ampoule
wall near the interface. This local radial heat flux causes the local
isotherms and the crystal-melt interface to be concave into the
crystalf5g. Future research will investigate the effect of the curved
crystal-melt interface on the solutal convection.

3 Solutal Convection
We assume that the temperature differences and compositional

variations are sufficiently small that all the thermophysical prop-
erties of the melt can be considered uniform and constant except
for the density in the gravitational body force term of the momen-
tum equation. In this Boussinesq-like approximation, the charac-
teristic temperature differencesDTdo and characteristic mole frac-
tion variationsDCdo are assumed to be sufficiently small that the
melt’s density is a linear function of temperature and composition,
given by

r = rof1 − bTsT* − Tod − bcsC* − Codg, s3d

and thatbTsDTdo!1 andbcsDCdo!1, whereT* is the tempera-
ture in the melt,C* is the mole fraction of one species in the melt,
and Co is the initially uniform mole fraction in the melt before
crystal growth begins.

The electric current in the melt produces an induced magnetic
field, which is superimposed on the applied magnetic field pro-
duced by the external magnet. The characteristic ratio of the in-
duced to the applied magnetic field strengths is the magnetic Rey-
nolds number,

Rm = mpsUR, s4d

wheremp is the magnetic permeability of the melt. For all crystal-
growth processes,Rm!1, and the additional magnetic fields pro-
duced by the electric currents in the melt are negligible.

In the Navier-Stokes equation, the characteristic ratio of the EM
body force term to the inertial terms is the interaction parameter
N=s2B4R/ro

2gbcCo, which varies asB4. Ma and Walkerf19g in-
vestigated the role of inertia on the thermally driven buoyant con-
vection during crystal growth and determined the errors associated
with the neglect of inertial effects for interaction parameters be-
tween betweenN=1.307 andN=6803.5. We found that inertia
significantly affects the buoyant convection for whichN=1.037.
As the interaction parameter is increased from this value, the ra-
tios of the inertial force to the EM body force decrease. We found
that the error due to neglect of inertial effects is only 2.7% for
N=16.59. For molten germanium-silicon withR=7.5 mm, B
=0.5 T, andCo=0.10, N=57.3. This value ofN is sufficiently
small that inertial effects are negligible.

In an asymptotic solution for Ha@1, the melt is divided into an
inviscid core, Hartmann layers withOsHa−1d thickness adjacent to
the boundaries atz= ±1, and a parallel layer with anOsHa−1/2d
thickness adjacent to the ampoule surface atr =1. The Hartmann
layers have a simple, local, exponential structure, which matches
any radial core or parallel-layer velocities atz= ±1, which satis-
fies the no-slip conditions at the solid-liquid interface and at the
surface of the ampoule, and which indicates thatvz in the core or
parallel layer isOsHa−1d at z= ±1. Analysis of the parallel layer
reveals that its thickness is actuallyOfsb/Had1/2g while the axial
velocity is OfsHa/bd1/2g. Since b can be as large as 35 at the
beginning of the Bridgman-Stockbarger process, the parallel layer
is not actually thin as assumed in the formal asymptotic expansion
for Ha@1. While a formal asymptotic analysis for Ha@1 is not
appropriate, the numerical solution of the inertialess Navier-
Stokes equation with all viscous terms is not necessary. The Hart-
mann layers represent an extremely small fraction of the melt
length and have a simple exponential structure. There is no need
to numerically duplicate this simple exponential structure. There-
fore, we use a composite core-parallel-layer solution that does not
assume that the parallel-layer thickness is smallf20g. We discard
the viscous terms Ha−2]2v /]z2 in the Navier-Stokes equation, we
relax the no-slip conditions atz= ±1 because they are satisfied by
the Hartmann layers that are not part of the composite solution,
and we apply the boundary conditions

vz = 0, atz = ± 1. s5d

Here,v=vr r̂ +vzẑ is the velocity normalized byU, wherer̂ and ẑ
are the unit vectors for the cylindrical coordinate system. Since
these conditions neglect theOsHa−1d perturbation velocity due to
the Hartmann layers, we also discard the other viscous terms in
the radial component of the Navier-Stokes equation because they
areOsHa−1d compared to the radial pressure gradient in both the
core and the parallel layer, and we already have anOsHa−1d error.
There areOsPem

−1d species-diffusion boundary layers adjacent to
the crystal-melt interface and adjacent to the surfaces of the am-
poule. Matching the solutions forC in the Hartmann layers, the

Fig. 2 Temperature T„r ,z , t =0… for Bi=10, and d =0.1, and a
=1.0
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boundary conditions at the crystal-melt interface and at the top of
the ampoule are

2

b

]C

]z
= Pegsks − 1dC, at z = − 1, s6ad

]C

]z
= 0, atz = + 1, s6bd

where Peg=UgR/D=vPem is the growth Péclet number andks is
the segregation coefficient.

Therefore the dimensionless equations governing the composite
core-parallel-layer solution, which assumes that the Hartmann lay-
ers have negligible thickness and which has anOsHa−1d relative
error, are

Ha−2S ]4c

]r4 −
2

r

]3c

]r3 +
3

r2

]2c

]r2 −
3

r3

]c

]r
D −

4

b2

]2c

]z2 = gr
]T

]r
+ r

]C

]r
,

s7ad

g =
bTsDTdo

bcCo
, s7bd

]C

]t
+ v · ¹ C = Pem

−1¹2C, s7cd

whereC is the mole fraction of silicon in the germanium-silicon
mixture normalized by the initial uniform mole fractionCo. The
boundary conditions along the impermeable surfaces of the am-
poule aren̂ ·¹C=0.

We use a Chebyshev spectral collocation method in order to
solve Eqs.s7ad ands7cd with Gauss-Lobatto collocation points in
r andz. We use a sufficient number of collocation points in order
to resolve the large velocity and concentration gradients nearr
=1. All values of B require a significant number of collocation
points since Ha is proportional toB, while Pem is proportional to
B−2. For the time derivative in Eq.s7cd, we use a second-order
implicit time integration scheme to integrate fromt=0 to a time
which is slightly less thana/v. We chose a large enough number
of time steps so that the results are not changed by increasing the
number of time steps. We found 41 collocation points in the radial
direction, 41 collocation points in the axial direction, and 12,800
time steps were enough to resolve the velocity and concentration
gradients in the melt. Further increasing these numbers did not
change the results.

At the beginning of crystal growth, the melt concentration, nor-
malized by the initial uniform concentration, isCsr ,z ,t=0d=1.
Thus, the amount of solute initially in the melt is obtained by
integrating across the ampoule’s volume, giving a total solute con-
centration equal topa. We verify that the sum of the total solute
in the melt and in the crystal is equal topa at each time step.

Assuming that there is no diffusion of solute in the solid crystal,
the solute distribution in the crystal,Cssr ,zd, normalized by the
initial uniform solute concentration in the melt, is given by

Cssr,zd = ksCSr,z = − 1,t =
z

v
D , s8d

whereks=4.2 for silicon in a germanium melt.

4 Results
We present results forB=0.5 T, Co=0.10, andUg=23 mm/s,

for which U=0.008334 m/s, Ha=165.9, Pem=3,125, Peg=8.625,
g=0.09246, andv=0.00276. Fora=1, the dimensionless time to
grow a crystal isa/v=362.3.

Initially at t=0, the concentration in the melt is uniform and the
buoyant convection is driven entirely by thermal gradients as re-
flected in Fig. 2 forB=0.5 T andb=1. At this time, the maximum
value of the streamfunction is 0.00686. In Fig. 3, the hot fluid

rises near the periphery of the melt, flows radially inward along
the top of the ampoule, axially downward along the centerline of
the ampoule, and either solidifies or flows radially outward along
the crystal-melt interface. TheOsHa1/2d axially upward flow in the
parallel layer is reflected in the crowded streamlines adjacent to
r =1.

Once crystal growth begins, the crystal-melt interface absorbs
silicon and the melt adjacent to the interface is silicon depleted.
When 0.25% of the crystal has grown att=0.9059, the crystal has
absorbed some silicon as reflected in the contours of the concen-
tration in the melt in Fig. 4, in which the minimum value of the
concentration is 0.636. The silicon-depleted melt has only dif-
fused or convected a short distance from the crystal-melt interface
at this early stage of growth and most of the melt remains at the
initial concentrationC=1. At this early stage, the contours of the
concentration are nearly horizontal due to diffusion of the silicon-
rich melt towards the interface. The strong axially upward flow
adjacent tor =1 has convected the silicon-depleted melt axially

Fig. 3 Streamfunction c„r ,z , t =0… for B =0.5 T and a=1

Fig. 4 Concentration in the melt C„r ,z , t =0.9059… for B =0.5 T
and Co =0.10
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upward so that the concentration near the periphery is lower than
the concentration near the centerline. The shapes of the stream-
lines resemble those of Fig. 2. With solutal convection alone, the
lighter fluid adjacent to the centerline would rise while the heavier
fluid adjacent to the periphery would sink, thus creating a clock-
wise circulation that opposes the counterclockwise thermal con-
vection. Therefore, the maximum value of the streamfunction has
reduced to 0.00678, which is lower than that for a doped melt in
which the melt motion is driven entirely by thermal convection
f21g.

We present the streamfunction and concentration in the melt at
t=72.47, when 20% of the crystal has grown, in Figs. 5 and 6,
respectively. In Fig. 5, the maximum value of the streamfunction
has decreased to 0.000442. In Fig. 6, the minimum and maximum
values of the concentration are 0.255 and 1.0, respectively The
minimum value of the concentration is small because the segre-
gation coefficient is large. By this stage of growth for a doped
crystal, the maximum value of the concentration isC,1 because

the thermal convection would have convected the silicon-depleted
melt over the entire meltf21g. However, for the present alloyed
crystal, the opposing solutal convection has decreased the convec-
tive species transport so that a pocket of the melt nearr =0 and
z= +1 still remains at the initial uniform concentrationC=1. The
axial position corresponding to the maximum value of the stream-
function in Fig. 5 has moved to axially upward. In Fig. 5, there is
an opposing circulation adjacent to the crystal-melt interface
caused by the concentration gradient.

For most of the remainder of growth, the shapes of the contours
of streamfunction and concentration resemble those of Figs. 5 and
6, respectively. The average concentration in the melt continues to
decrease as the crystal-melt interface absorbs silicon continuously
throughout growth. Near the end of growth, the melt is left totally
depleted of silicon because the segregation coefficient is large.

In Fig. 7, we present the contours of the concentration in the
crystal. The bottom of the crystal solidified with a relatively radi-
ally uniform composition because the silicon-depleted melt did
not have time to convect away. As growth progressed, the con-
tours of the concentration became more curved because the axi-
ally upward flow nearr =1 convected the silicon-depleted melt
away from the interface. Near the end of growth, the average
concentration in the melt is small due to the absorption at the
interface. In addition, the compositional variations in the melt are
small compared with earlier stages of growth so that the crystal is
relatively radially uniform nearz=0. The axial composition in the
crystal decreases asz increases.

5 Conclusions
We have developed a method to treat buoyant convection and

species transport for alloyed crystal growth in a strong magnetic
field. We found that the buoyant convection due to compositional
variations opposes the buoyant convection due to thermal varia-
tions. Thus, the alloyed germanium-silicon crystal solidified with
less radial segregation than a doped crystal grown under the same
conditions. Because of the large value of the segregation coeffi-
cient, the axial variation of the crystal composition is large. Future
research will compare asymptotic model predictions to experi-
mental results.
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Nomenclature
B 5 magnetic flux density

Bi 5 Biot number for the heat transfer from the fur-
nace through the ampoule wall

C 5 dimensionless concentration in the melt
C* 5 concentration or mole fraction of solute in the

melt
Co 5 initial uniform mole fraction of the solute in

the melt
D 5 diffusion coefficient for the solute in the mol-

ten semiconductor
Ha 5 Hartmann number
I0 5 modified Bessel function of the first kind and

zeroth order
I1 5 modified Bessel function of the first kind and

first order
N 5 interaction parameter

Peg 5 growth Péclet number
Pem 5 species transport Péclet number
Pet 5 thermal Péclet number

R 5 radius of the crystal
Rm 5 magnetic Reynolds number

T 5 dimensionless temperature in the melt
T* 5 temperature in the melt
To 5 solidification temperature
U 5 characteristic velocity for the magnetically

damped solutal convection
Ug 5 growth rate or velocity of the crystal-melt

interface
a 5 initial dimensionless melt depth
b 5 dimensionless melt depth

cp 5 specific heat of the melt
d 5 dimensionless vertical distance between the

crystal-melt interface and the vertical position
where the adiabatic and hot-zone meet

g 5 gravitational acceleration
k 5 thermal conductivity of the melt

ks 5 segregation coefficient for silicon in
germanium

n 5 summation index
n̂ 5 unit normal vector
r 5 dimensionless radial coordinate in the melt
r̂ 5 unit vector in the radial direction
t 5 dimensionless time
v 5 dimensionless velocity in the melt

vr 5 dimensionless radial velocity in the melt
vz 5 dimensionless axial velocity in the melt
z 5 dimensionless axial coordinate in the melt
ẑ 5 unit vector in the axial direction

Greek Symbols
sDCdo 5 characteristic mole fraction variation
sDTdo 5 difference between the hot-zone temperature

and the solidification temperature
bC 5 compositional coefficient of volumetric

expansion
bT 5 thermal coefficient of volumetric expansion
g 5 characteristic ratio of thermally driven buoyant

convection to compositionally driven buoyant
ssolutald convection

z 5 dimensionless rescaled axial coordinate in the
melt

u 5 dimensionless azimuthal coordinate in the melt

û 5 unit vector in the azimuthal direction
m 5 dynamic viscosity of the melt

mp 5 magnetic permeability of the melt
p 5 3.14159 radians
r 5 density of the melt

ro 5 density of the melt at the solidification
temperature

s 5 electrical conductivity of the melt
f 5 dimensionless electric potential function
x 5 coefficient in the separation-of-variables solu-

tion for temperature
c 5 dimensionless streamfunction in the melt
v 5 dimensionless interface velocity
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Behavior of Short Lateral Dead
Ends on Pipeline Transients:
A Lumped Parameter Model
and an Analytical Solution
By integrating the continuity equation over a short lateral dead end, the effects of a short
lateral dead end side branch on pipeline fluid transients can be lumped into a node. The
analytical solution to a linearized equation shows that a pipeline transient can be ex-
pressed as a Fourier series and presence of a lateral dead end reduces the frequencies of
the harmonic components. The impact of the lateral dead end on the observed transients
depends on a parameter Sd, which is related to the location of the lateral dead end, the
relative volume, and the wave speed of the lateral dead end with respect to the pipeline.
A lumped parameter approach that can be incorporated into the method of characteris-
tics has also been developed in this paper. It has been found that it is possible to take
account of the effects of a short lateral dead end in an accurate and computational
efficient manner.fDOI: 10.1115/1.1899171g

1 Introduction
When a branch in a network is closedsfor example, by shutting

a valved, a lateral dead end is created. In steady state analysis, a
lateral dead end in a network system can be ignored since the flow
in it is zero and the lateral dead end has no influence on the other
parts of the network. In transient analysis, the lateral dead ends
should normally not be neglected. Pezzingaf1g and Karney and
McInnis f2g have shown that lateral dead ends in a pipe system
can amplify the transients under some conditions. In addition,
applications of the inverse transient analysis for leak detection and
pipe system calibration require accurate and efficient forward
simulation of transients in a pipe system that may include lateral
dead ends. If the length of a lateral dead end is close to the normal
pipe sections in a pipe network, the lateral dead end can be in-
cluded in a transient simulation model as a normal pipe section
f3g. However, very short lateral dead ends, not uncommon in pipe
systems, can cause difficulties for the transient analysis in relation
to the number of computational reaches. For example, if a control
valve at a branch as shown in Fig. 1 is closed, a very short lateral
dead end section is created. If this short dead end is considered to
be the normal computation unit in a numerical model, e.g., the
method of characteristicssMOCd, the entire network must be di-
vided into many computational sections of very small lengths if
the Courant number is to be close to unity. Otherwise, the accu-
racy of the numerical solution is not guaranteed due to the error
induced by the interpolationsf4g. As a result, alternative ways
must be found in a transient model to consider the effects of
lateral dead ends on a transient event both efficiently and effec-
tively. In this paper, a lumped parametersLPd model that can take
account of the effects of a short lateral dead end is developed. In
addition, a linear analytical solution is developed and this analyti-
cal solution provides an explanation about the effects of a short
lateral dead end on a transient event. The analytical solution and
the lumped parameter model are compared to the typical numeri-
cal model in which the lateral dead end is simulated by dividing
the pipeline into a great number of computational units.

2 Lumped Parameter Numerical Model
The unsteady flow behavior of a fluid in a pipeline can be

described using conservation of continuitysmassd and momentum
f3g. The simplified equation of continuity for unsteady pipe flow is

]H

]t
+

a2

gA

]Q

]x
= 0 s1d

and the simplified equation of motion for unsteady pipe flow is

]H

]x
+

1

gA

]Q

]t
+

fQuQu
2gDA2 = 0 s2d

where H=piezometric head,Q=average flow rate, t=time,
x=distance, g=gravitational acceleration,f=the steady state
Darcy–Weisbach friction factor,D=internal pipe diameter,A=pipe
cross-sectional area, anda=wave speed. The value of wave speed
in a pipe can be calculated asf3,5g

a =Î K

r

1 +
KD

Ee
c1

s3d

whereE=Young’s modulus of pipe material,e=thickness of pipe
wall, K=bulk modulus of fluid, r=density of fluid, and
c1=coefficient related to the pipe anchoragef3,5g.

For a short lateral dead end, the distribution of the pressure can
be assumed uniform along the dead end during a transient event
f3g. Integrating the continuity equation Eq.s1d along a dead end
gives

Qd = −
]Hd

]t

gWd

ad
2 s4d

where ad=wave speed in the lateral dead end section,Wd

=pDd
2Ld/4=volume of the lateral dead end,Dd=diameter of lateral

dead end,Ld=length of lateral dead end,Qd=flow rate into the
lateral dead end andHd=pressure head in the lateral dead end,
which is assumed uniform along the lateral dead end. The conti-
nuity equation at the node, where the lateral dead end is connected
as shown in Fig. 1, is
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Qin = Qd + Qout s5d
Equations5d can be incorporated into the method of characteris-
tics f3,5g, in which Qd is treated as a node flowsdemandd bound-
ary condition. The validity of this lumped parameter is investi-
gated against the typical numerical model, in which the lateral
dead end is considered as a short pipe section by dividing the
pipeline into a greater number of computational units. Two nu-
merical examples are given in Sec. 4.

3 Analytical Solution
For the pipeline with a short lateral dead end branch as shown

in Fig. 1, the continuity equation for the unsteady flow in the
pipeline may be expressed asf6g

]H

]t
+

Q

A

]H

]x
+

a2

gA

]Q

]x
−

a2

gA
Qddsx − xdd = 0 s6d

where dsx−xdd=Dirac delta function,xd=location of the lateral
dead end along the pipeline. For a pipe with a lateral dead end
branch perpendicular to the pipe axis, the conservation of
x-direction momentum is

]H

]x
+

1

gA

]Q

]t
+

1

gA2

]Q

]x
+

fQ2

2DgA2 −
Q

gA2Qddsx − xdd = 0 s7d

The following dimensionless quantities are used to nondimen-
sionalize Eqs.s6d and s7d:

H*sx* ,t*d =
Hsx,td

Hs
, Q*sx* ,t*d =

Qsx,td
Q0

, t* =
t

L/a
,

s8d

x* =
x

L
, dsx* − xd

*d = dsx − xddL

in which H*=a nondimensional piezometric head,
Hs=aQ0/gA=Joukowsky pressure rise,Q*=a nondimensional
flow, Q0=steady state flow,L=the pipe length,x*=dimensionless
distance,t*=dimensionless time, andxd

* =xd/L=dimensionless lo-
cation of the lateral dead end.

Substituting Eqs.s4d and s8d into Eqs.s6d and s7d gives

]H*

]t*
+

V0

a
Q* ]H*

]x* +
aQ0

gAHs

]Q*

]x* +
a2Wd

ALad
2 dsx* − xd

*d
]H*

]t*
= 0 s9d

]H*

]x* +
aQ0

gAHs

]Q*

]t*
+

V0

a
Q* ]Q*

]x* +
fLQ0

2

2gDA2Hs
Q*2

+
V0

a
Q* ]H*

]t*
a2Wd

ALad
2 dsx* − xd

*d = 0 s10d

in which V0=Q0/A=steady state velocity. BecauseV0/a is nor-
mally small, the second term in Eq.s9d and the third and the last
terms in Eq.s10d can be neglected. The dimensionless equations
become

f1 + Cdsx* − xd
*dg

]H*

]t*
+

]Q*

]x* = 0 s11d

]H*

]x* +
]Q*

]t*
+ RQ*2 = 0 s12d

in which

R=
fLQ0

2DaA
andC =

a2Wd

ad
2AL

s13d

whereR=friction damping factor,C=lateral dead end parameter.
ExpressingH* andQ* as steady state values plus transient fluc-

tuations gives

H* = H0
* + h* , Q* = Q0

* + q* = 1 +q* s14d

Substituting Eq.s14d into Eqs.s11d and s12d, and assuming that
the transient magnitude is smallsq* !1.0d gives

f1 + Cdsx* − xd
*dg

]h*

]t*
+

]q*

]x* = 0 s15d

]h*

]x* +
]q*

]t*
+ 2Rq* = 0 s16d

Applying ]fEq.s15dg /]t* −]fEq.s16dg /]x* gives

f1 + Cdsx* − xd
*dg

]2h*

]t*2
−

]2h*

]x*2 − 2R
]q*

]x* = 0 s17d

Noticing that ]q* /]x* =−fs1+Cdsx* −xd
*dg]h* /]t* from Eq. s15d,

Eq. s17d is simplified as

]2h*

]x*2 = f1 + Cdsx* − xd
*dgs

]2h*

]t*2
+ 2R

]h*

]t*
d s18d

For a pipeline connected between two reservoirs with constant
water levels, the boundary conditions for the problem defined by
Eq. s18d are

h*s0,t*d = 0, andh*s1,t*d = 0 st* . 0d s19d
Supposing a transient is initiated in the pipeline, such initial con-
ditions are

h*sx* ,0d = fsx*d and
]h*sx* ,0d

]t*
= gsx*d s20d

in which fsx*d and gsx*d are known piecewise continuous func-
tions in the range of 0.x* .1. By applying a Fourier expansion
sdetails are given in the Appendixd, the solution to Eq.s18d is

h*sx* ,t*d = o
n=1

`

he−Rt*fAn cosslt*d + Bn sinslt*dgsinsnpx*dj

s21d

in which l = np/Î1 + Sd sn = 1,2,3,…d s22d
and the lateral dead end parameter is

Sd = 2C sin2snpxd
*d s23d

The values of Fourier coefficientsAn andBn in Eq. s21d are cal-
culated using the initial conditions as

An = 2E
0

1

fsx*dsinsnpx*ddx* sn = 1,2,3,……d s24d

Bn =
1

l
fE

0

1

2gsx*dsinsnpx*ddx* + AnRg sn = 1,2,3,……d

s25d

The analytical solution in Eq.s21d shows that the presence of a
lateral dead end in a single pipeline reduces the frequencies of the
Fourier components. The magnitude of the frequency reduction
depends on the parameterSd defined in Eq.s23d, which is related

Fig. 1 A pipe section with a short lateral dead end
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to the location of the lateral dead end, the relative volume and
wave speed of the lateral dead end with respect to those properties
in the pipeline. A lateral dead end with a greater length and larger
cross-sectional area, and smaller wave speed will have stronger
influence on the frequency reduction.

As a lateral dead end pipe can reduce the frequencies of a
transient event, a flexible pipe connected into a pipeline system is
frequently employed as a method for transient control by reducing
the system’s wave speedf1,3g. As the frequencies of a transient
can be calculated from Eq.s23d, this analytical solution provides a
simple method to estimate the wave speed in a pipeline with a
short lateral dead end. The wave speed of a transient is determined
by the fundamental frequencysn=1d while higher frequencies in-
fluence the shape of the transient. For the experimental results of
Pezzinga and Scanduraf1g, the analytical solution calculated us-
ing Eqs.s22d ands23d are given in Fig. 2, wheretp=Td/ sL /ad and
Td=transient period with the lateral dead end. Given that vis-
coelastic influence is not considered in the analytical solution, the
analytical solutions are reasonably accurate compared to the ex-
perimental results.

In addition to the volume and wave speed of the lateral dead
end, location of a dead end also has a significant influence on a
transient event. The influences by the lateral dead end location for
the different frequencies are different as shown in Fig. 3. For the
frequency ofn=1, the maximum influence occurs in the middle
sx* =0.5d of the pipeline, while the influences are zero at two ends

sx* =0.0 andx* =1.0d of the pipeline. Because the wave speed is
mainly influenced by the low frequency, for a tank-pipeline-valve
system, a lateral dead end adjacent to the tanksxd

* =0.0d has no
influence on the transient speed while a lateral dead end close to
the valvesxd

* =0.5d has the maximum influence.

4 Numerical Examples
Two numerical examples including a slow and a fast transient

event are presented in this section to visualize the effects of a
short lateral dead end on fluid transients. In addition, the accuracy
of the lumped parametersLPd model and analytical solution pre-
sented in the previous sections are verified by comparison with the
traditional MOC approach in which the lateral dead end is con-
sidered as a normal pipe section and the pipeline is divided into a
large number of reaches. Details of the MOC approach can be
found in many textbooksf3,5g.

For the pipeline connecting two constant-head reservoirs as
shown in Fig. 4, there is a lateral dead end located 250 m from the
upstream reservoir. The length of the lateral dead end is 1% of the
pipeline lengthsLd=10 m,L=1000 md, and the diameter of the
lateral dead end is the same as the diameter of the pipelinesDd

=D=0.2 md. The wave speed in the lateral dead end is the same as
that in the pipelinesad=a=1000 m/sd. To include such a lateral
dead end in a normal MOC simulation and keep the Courant num-
ber close to unity, the longest pipeline reach in the pipeline should
be close to the length of the lateral dead end. In this example, the
pipeline is divided into 100 reaches and the lateral dead end is
divided into one reach giving a Courant number ofCr =1.0.

In the first example, a slower transient event is generated by
changing the water level at the downstream reservoir in a manner
by which a sinusoidal transient is generated in the pipeline. For
the convenience of comparison a sinusoidal format transient is
chosen here. The variation in water level at the downstream res-
ervoir is defined as

H2 = 15 + 5 sin2s0.5ptd s0 ø t ø 2.0d s26d

in which units ofH2 are meters and the dimensionless magnitude
of transientsq*d is 0.035. The mean velocity in the pipeline is
V0=1.40 m/s giving the friction damping coefficientR
=sfLV0d / s2Dad=0.070. The lateral dead end parameterC andSd

are calculated asC=a2Wd/ad
2W=0.010 andSd=2C sin2snpxd

*d
=0.010 givenn=1. The dominant frequencysn=1d of the pipe
transient is 1.0p without the lateral dead end and 0.995p with the
lateral dead end based on the analytical solutionfEq. s22dg. The
transients calculated by the MOC are presented in Fig. 5 for both
cases of with and without the short lateral dead end. The effect of
the lateral dead end on the transient is not very significant. How-
ever, by zooming in, a phase shift between two cases is evident.
The total time shift within 40 ss20 periodsd is 0.2 s giving the
frequency difference of 0.005pf2p / s40/20d−2p / s40.2/20dg for
the two events. This frequency difference is in agreement with the
analytical solution in Eq.s21d for n=1.

The effects of the lateral dead end can be considered by a
lumped parametersLPd model, in which a smaller number of
reaches can be used for the pipeline. In this example, the pipeline
is divided into 16 reaches. The transients calculated using the LP

Fig. 2 Comparison of the experimental periods †1‡ and the
analytical results

Fig. 3 Influence of the lateral dead end location

Fig. 4 A single pipeline with a lateral dead end
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model, the MOC, and the analytical solution are given in Fig. 6.
The results based on these three methods are virtually identical,
which shows that the effect of a lateral dead end on a slower
transient event can be adequately considered by the LP model, and
the linearized analytical solution is accurate givenq* !1.0 sin this
example q* ,0.035d. Because the LP model can use a much
smaller number of reaches, the computational time used in LP
model is significantly less than the normal MOC model. For this
example, the computational time used in the highly discretized
MOC models101 reaches and simulation time period of 40.0 sd is
163.64 s on a Pentium III 600 MHz personal computer, and in the
LP models16 reaches and simulation time period of 40.0 sd it is
0.41 s, which is approximately 400 times faster. This improve-
ment is more important when the transient model is used in an
inverse calculation in which a great number of transient runs are
involved.

In the second example, a faster transient event is initiated by
closing the valve at the downstream end of the pipeline as de-
picted in Fig. 4. The valve is closed instantaneously from a par-
tially open position that gives the steady flow ofQ0
=0.005 m3/s. The transients calculated using the MOC are given
in Fig. 7 for both cases with and without a lateral dead end. The

effects of the lateral dead end on the fast transient event are more
significant than for the slow transient event case. A reflection from
the lateral dead end is obvious, and the transient form becomes
complex after several periods due to the interaction of the re-
flected and transmitted transients by the lateral dead end. The
maximum pressure in the pipeline with a lateral dead end is larger
than that in the pipeline without the lateral dead end.

The effects of the lateral dead end on a faster transient event
calculated using the MOC and the LP model are presented in Fig.
8. For a faster transient event, the effects of unsteady friction are
important. Therefore, an unsteady friction modelf7g was applied
to the MOC and LP model. The large value ofq* sq* =1.0 in this
exampled invalidates the assumption ofq* !1; as a result, the
analytical solution is not suitable for this example and is not in-
cluded in Fig. 8. Generally speaking, the results based on the LP
model are in good agreement with those based on the normal
MOC model.

5 Conclusions
The presence of a short lateral dead end may significantly in-

fluence a transient event. A linear solution expressed as a Fourier

Fig. 5 Effect of lateral dead end on a slow transient „MOC…

Fig. 6 Comparison of the lumped parameter „LP… model and analytical solution with the MOC for a slow transient
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series has been developed for transients in a pipeline with a short
lateral dead end. The analytical solution shows that the presence
of a lateral dead end changes the frequencies of the harmonic
components. The significance of the effect depends on the param-
eterSd defined in Eq.s22d, which is related to the location of the
lateral dead end, relative volume, and wave speed of the lateral
dead end compared to the pipeline. In a tank-pipeline-valve sys-
tem, a lateral dead end closer to the constant head tank has less
influence on the pipeline transients compared to a lateral dead end
close to the valve. For slowerssmootherd transient events that
have less harmonic components, the effect of a lateral dead end
appears as the reduction of wave propagation speed. For faster
ssharperd transient events that have more harmonic components,
the presence of a lateral dead end significantly changes the tran-
sient shape and may amplify the transient magnitude. A lumped
parameter model, which can be easily included in the MOC solu-
tion and can use larger computational reaches, has been developed
to effectively simulate effects of a lateral dead end on a transient
event.
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Nomenclature
A 5 internal pipe cross-sectional areasm2d

An,Bn 5 Fourier coefficients
a 5 wave speedsm/sd;
C 5 dimensionless lateral dead end parameter
c1 5 coefficient related to pipe anchorage
Cr 5 Courant number
D 5 diameter of pipesmd
E 5 Young’s modulus of elasticitysN/m2d
f 5 friction factor
g 5 gravitational accelerationsm/s2d
H 5 piezometric headsmd

H0 5 steady state piezometric headsmd
H1,H2 5 heads at reservoirssmd

Hd 5 head at a lateral dead endsmd
Hs 5 Joukowsky pressure risesmd
H* 5 dimensionless piezometric head
h* 5 dimensionless head disturbance

Fig. 7 Effects of lateral dead end on a fast transient event „a…: 0 < t*<10, „b…: 30 < t*<40

Fig. 8 Comparison of the lumped parameter „LP… model with the MOC for a faster transient „a…: 0 < t*<15, „b…: 25 < t*<40
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K 5 bulk modulus of fluidsN/m2d
L 5 length of pipelinesmd
n 5 component number in a Fourier series
Q 5 flow rate sm3/sd

Qin ,Qout 5 upstream and downstream dischargessm3/sd
Qd 5 flow rate into a lateral dead end during a tran-

sient eventsm3/sd
Q* 5 dimensionless flow rate =Q/Q0

q 5 discharge ratio in a pipe junction
q* 5 dimensionless flow rate disturbance
R 5 pipeline friction damping factor; linear regres-

sion parameter
Re 5 Reynolds number
Sd 5 lateral dead end parameter
T 5 natural period of pipelinessd

T* 5 dimensionless period of transient =T/ sL /ad
t 5 time ssd

t* 5 dimensionless time =t / sL /ad
Td 5 transient period with the lateral dead endssd
tp 5 dimensionless period =Td/ sL /ad

V0 5 steady state flow velocity in the pipesm/sd
W 5 volume of the pipelinesm3d

Wd 5 volume of a lateral dead endsm3d
x 5 distance along pipelinesmd

x* 5 dimensionless distance =x/L
xd 5 position of a lateral dead endsmd
xd

* 5 dimensionless lateral dead end position =xd/L
d 5 Dirac delta function
l 5 angular frequency
r 5 density of fluidskg/m3d

Appendix
The partial differential equationsP.D.E.d, boundary conditions

sB.C.d, and initial conditionssI.C.d for the transients in a pipeline
swith a short lateral dead endd under constant boundary conditions
are repeated here

P . D . E
]2h*

]x*2 = f1 + Cdsx* − xd
*dgf

]2h*

]t*2
+ 2R

]h*

]t*
g sA1d

B . C. h*s0,t*d = 0, andh*s1,t*d = 0 sA2d

I . C. h*sx* ,0d = fsx*d
]h*sx* ,0d

]t*
= gsx*d sA3d

For a pipeline with a lateral dead end, the pipeline can be consid-
ered as two portions divided by the lateral dead end with a small
neighborhood 2« as shown in Fig. 9.

For all points in the pipe except the position of the lateral dead
end, the linearized equation Eq.sA1d becomes a wave equation

]2h*

]x*2 =
]2h*

]t*2
+ 2R

]h*

]t*
sA4d

Noticing the boundary condition as those in Eq.sA2d and the
continuity of pressure at the lumped lateral dead endf3g, the tran-
sients in the pipeline can be expressed asf8g

h*sx* ,t*d = o
n=1

`

Tnst*dsinsnpx*d s0 ø x* ø 1d sA5d

Integrating Eq.sA1d over a small neighborhood on either side of
the lateral dead end gives

E
xd
*−«

xd
*+« ]2h*

]x*2 dx* =E
xd
*−«

xd
*+«

s
]2h*

]t*2
+ 2R

]h*

]t*
ddx*

+E
xd
*−«

xd
*+«

Cs
]2h*

]t*2
+ 2R

]h*

]t*
ddsx* − xd

*ddx*

sA6d

Letting « approach zero, the first integral on the right-hand side of
Eq. sA6d is zero. Thus Eq.sA6d becomes

U ]h*

]x* U
xd
*−«

xd
*+«

= UsC
]2h*

]t* 2
+ 2RC

]h*

]t*
dU

xd
*
E

xd
*−«

xd
*+«

dsx* − xd
*ddx*

sA7d

Given the definition of Dirac delta function ofe
xd
*−«

xd
*+«

dsx* −xd
*ddx*

=1, substituting Eq.sA5d into the right-hand side of Eq.sA7d
gives

U ]h*

]x* U
xd
*+«

− U ]h*

]x* U
xd
*−«

= o
n=1

` FsC
d2Tn

dt*2
+ 2RC

dTn

dt*
dsinsnpxd

*dG
sA8d

The coefficient functionTn in Eq. sA5d can be expressed by inte-
grals asf8g

Tnst*d = 2E
0

1

h*sx* ,t*dsinsnpx*ddx*

= 2E
0

xd
*−«

h,
*sx* ,t*dsinsnpx*ddx*

+ 2E
xd
*+«

1

hr
*sx* ,t*dsinsnpx*ddx* = Tn,st*d + Tnrst*d

sA9d

where

Tn,st*d = 2E
0

xd
*−«

h,
*sx* ,t*dsinsnpx*ddx* sA10d

Tnrst*d = 2E
xd
*+«

1

hr
*sx* ,t*dsinsnpx*ddx* sA11d

and the subscript, on theh*sx* ,t*d refers to the region to the left
of the lateral dead end, and subscriptr refers to the region to the
right of the lateral dead end.

Differentiating Eq.sA10d twice leads to

d2Tn,

dt*2
= 2E

0

xd
*−« ]2h,

*sx* ,t*d
]t*2

sinsnpx*ddx* sA12d

Differentiating Eq.sA10d and multiplying 2R leads to

2R
dTn,

dt*
= 2E

0

xd
*−«

2R
]h,

*sx* ,t*d
]t*

sinsnpx*ddx* sA13d

Adding Eqs.sA12d and sA13d, and substituting Eq.sA4d givesFig. 9 A pipeline with a lateral dead end
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d2Tn,

dt*2
+ 2R

dTn,

dt*
= 2E

0

xd
*−« ]2h,

*sx* ,t*d
]x*2 sinsnpx*ddx* sA14d

Applying integration by parts twice to Eq.sA14d gives

d2Tn,

dt*2
+ 2R

dTn,

dt*
= 2FU ]h,

*sx* ,t*d
]x* sinsnpx*dU

0

xd
*−«

u

− snpdh,
*sx* ,t*dcossnpx*du

0

xd
*−«

− snpd2E
0

xd
*−«

h,
*sx* ,t*dsinsnpx*ddx*G

sA15d
in which

U ]h,
*sx* ,t*d
]x* sinsnpx*dU

0

xd
*−«

= U ]h,
*sx* ,t*d
]x* U

xd
*−«

sinsnpxd
*d − 0

sA16d

usnpdh,
*sx* ,t*dcossnpx*du

0

xd
*−«

= snpdh,
*sxd

* ,t*dcossnpxd
*d − 0

sA17d

due to h*s0,t*d=0 according to the boundary conditions in Eq.
sA2d and

snpd2E
0

xd
*−«

h,
*sx* ,t*dsinsnpx*ddx* = snpd2xd

*

2
Tn,st*d

sA18d
Substituting Eqs.sA16d–sA18d into Eq. sA15d gives

d2Tn,

dt*2
+ 2R

dTn,

dt*
= 2FU ]h,

*sx* ,t*d
]x* U

xd
*−«

sinsnpxd
*d

− snpdh,
*sxL

* ,t*dcossnpxd
*dG − snpd2Tn,

sA19d
Similarly for Eq.sA11d that applies on the right side of the lateral
dead end,

d2Tnr

dt*2
+ 2R

dTnr

dt*
= 2FU−

]hr
*sx* ,t*d
]x* U

xd
*+«

sinsnpxd
*d

+ nphr
*sxd

* ,t*dcossnpxd
*dG − snpd2Tnr

sA20d

Adding Eq. sA19d and Eq.sA20d, and noticing thatTn,+Tnr=Tn
gives

d2Tn

dt*2
+ 2R

dTn

dt*
= − 2FU ]h,

*sx* ,t*d
]t*

U
xd
*+«

U
−

]hr
*sx* ,t*d
]t*

U
xd
*−«
Gsinsnpxd

*d − snpd2Tn

sA21d
Substituting for the term in square brackets on the right-hand side
of Eq. sA21d from Eq. sA8d

d2Tn

dt*2
+ 2R

dTn

dt*
= − 2o

k=1

` FsC
d2Tk

dt*2
+ 2RC

dTk

dt*
dsinskpxd

*dGsinsnpxd
*d

− snpd2Tn sA22d

Taking thenth term out of the summation and rearranging

f1 + 2C sin2snpxd
*dg

d2Tn

dt*2
+ 2Rf1 + 2C sin2snpxd

*dg
dTn

dt*
+ snpd2Tn

= − 2 sinsnpxd
*do

k=1

kÞn

` FsC
d2Tk

dt*2
+ 2RC

dTk

dt*
dsinskpxd

*dG sA23d

The general solution of Eq.sA23d is

Tnst*d = e−Rt*fAn cosÎsnpd2

1 + Sd
− R2t* + Bn sinÎsnpd2

1 + Sd
− R2t*g

+ Tnsst*d sA24d

in which

Sd = 2C sin2snpxd
*d sA25d

is the lateral dead end parameter, andTnsst*d is a particular solu-
tion to Eq.sA23d and has no influence on the solution ofh*sx* ,t*d
due to orthogonality. Since normally the value ofR is much
smaller than unity, Eq.sA24d can be simplified as

Tnst*d = e−Rt*sAn coslt* + Bn sinlt*d + Tnsst*d sA26d

in which l =
np

Î1 + Sd

sA27d

Substituting Eq.sA26d without Tnsst*d into Eq. sA5d gives the
general solution

h*sx* ,t*d = o
n=1

`

he−Rt*fsAn cosslt*d + Bn sinslt*dgsinsnpx*dj

sA28d

which is Eq.s21d.
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The Effects of Polymer Solution
Preparation and Injection on Drag
Reduction
The understanding of drag reduction by injection of polymer solutions requires an ad-
equate and accurate polymer solution preparation process as well as a thorough under-
standing of the effects that the delivery system might have on the polymer flow. Mass
production of polymer solutions for engineering applications could be more cost effective
if large batches of highly concentrated polymer solutions are prepared and then diluted to
the final concentrations of interest. However, as shown in this study, depending on the
type of polymer used this procedure might be more or less adequate. This study also
corroborates that the presence of macro-molecular polymer structures induced by inject-
ing highly concentrated polymer solutions into a shear flow translates into a drag in-
crease and substantial degradation endurance especially at high Reynolds numbers in
comparison to homogeneous polymer solutions.fDOI: 10.1115/1.1905644g

1 Introduction
The pioneering work of Tomsf1g documented the ability of a

small amount of soluble polymer additives to reduce the friction
resistance of turbulent pipe flows of Newtonian fluids. Many theo-
ries have been developed since then to explain the way in which
polymers reduce drag. The approach that has found support in
most of the experimental results that followed those of Toms, is
that of Lumley f2g who proposed that the mechanism for drag
reduction was an increased viscosity near the wall, caused by
elongational deformation of the molecules by the turbulence. New
arguments based on the kinetics of the molecules have been re-
cently introduced in the development of drag reduction theories
sRyskin f3g, De Gennesf4g and Tabor et al.f5gd.

The drag-reducing abilities of polymer solutions are known to
be triggered by a critical level of shear stress parameterized by the
so-called “onset Reynolds number.” Such condition should be
enough for the flow to stretch the polymer, which in turn intro-
duces an anisotropic effect by which the turbulence structure is
changed, and drag reduction induced. The behavior of polymer
solutions is governed by many parameters. The most obvious ones
being the solvent type, the polymer concentrationsvery dilute
polymer solutions have been shown to have viscosity that is very
close to that of watersKoskie and Tiedermanf6gd, the velocity and
length scales governing the flow and the type of polymerscharac-
terized by its chemical composition, molecular weight distribu-
tion, and polydispersity index among othersd.

A large number of studies reported in the literature regarding
polymer drag reduction are concerned with homogeneous polymer
solutions. Most of them involve the study of fully developed tur-
bulent channel flows where either a polymer ocean is established
sDen Toonder et al.f7g, Vlachogiannis and Hanrattyf8g among
othersd or polymer is injected in such a way to achieve a homo-
geneous distribution of the polymer at the test sectionsFortuna
and Hanrattyf9g, Reischman and Tiedermanf10g, McComb and
Rabie f11g, Tiederman et al.f12g, Willmarth et al.,f13g, Luchik
and Tiedermanf14g, Wei and Willmarthf15g, among othersd. Most
of the numerical studies in this area consist of direct numerical
simulation sDNSd of polymer flows in turbulent channelssi.e.,

Sureshkumar et al.f16g, Dimitropoulos et al.f17g, among othersd.
A few experimental studies have also been conducted on polymer
drag reduction on external flows, such as flow over a flat plate
si.e., Fontaine et al.f18g, Somandepalli et al.f19gd.

Experimental studies concerning heterogeneous drag reduction
in internal flows have also received attention in the pastsVleggaar
and Telsf20g, Smith and Tiedermanf21g, Bewersdorff et al.f22g,
among othersd. In these studies, highly concentrated polymer so-
lutions of long chain, high molecular weight polymer, were in-
jected into the core region of a turbulent pipe or channel. For a
certain range of concentrations, it was observed that a single co-
herent thread was formed that preserved its identity for long dis-
tances after injection. The recent studies by Shen et al.f23g and
Kim et al. f24g address comparisons of homogeneous and hetero-
geneous drag reduction cases for the same concentration at the
channel test section but with the polymer injected at the wall. The
latter studies concluded that a substantial increase of drag reduc-
tion could be accomplished by heterogeneous polymer solution
versus the homogeneous polymer solution. Those studies also
showed that polymer structures, even if not present in the pre-
pared solution, could be induced by the injection system. The
work of Vlachogiannis and Hanrattyf8g concludes that lower con-
centrations of Hydrolized Polyacrylamide can achieve very large
levels of drag reduction when polymer structures are present in
the solutions prior to injection.

Today, PAM and PEO are probably the most widely used water-
soluble polymers in commercial applications. Both are linear,
flexible molecules, which can be obtained in a wide range of
molecular weights. Studies indicate that PAM is able to endure
shear degradation better than PEOsHoyt, f25gd. Experimental re-
sults with hydrolized or partially hydrolized polyacrylamides
sHPAMd can also be found in the literature, though not as fre-
quentlysWarholic et al.f26g, Den Toonder et al.f27g, Gampert et
al. f28g, among othersd.

In general, the procedures followed by different research groups
to prepare the polymer solutions are different even for the same
type of polymers. Little information is however reported in the
literature regarding preparation procedures of polymer solutions
and tests designed to ensure their consistency. Also little attention
is given to the shelf life of the prepared polymer solutions. The
majority of the studies performed in the past in channel and pipes,
aimed at establishing homogeneous polymer solutions at the test
section. This is generally accomplished by continuously injecting
the polymer solution in the flow to always have fresh, undegraded
polymer in a certain region of the flow. As pointed out by Den
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Toonder et al.f7g this can be fairly impractical from an economi-
cal point of view. In their work, special attention was paid to the
effect of the pump as a main degradation contributor and, the
investigators were able to find that with a disc pump a constant
drag reduction could be attained after an initial period of degra-
dation, which was not possible with a centrifugal pump. Effec-
tively a polymer ocean was established in their experiment fol-
lowing the initial injection of the polymer solution. Most of the
experimental setups reported in the literature make use of cen-
trifugal pumps. Establishing a polymer ocean with such pumps is
not simple although possible,sVlachogiannis and Hanrattyf8gd
and consequently continuous polymer injection is the alternative
that has been most commonly followed in the past.

One of the most obvious consequences of injection is the pos-
sibility of inducing degradation of the injected polymer solution.
Degradation translates into the loss of the polymer drag reducing
abilities. Mechanical degradation refers to the shearing effect in-
duced by solid surfaces, walls, pumps, etc., which potentially can
translate into the breaking of the polymer, thus reducing its mo-
lecular weight and drag-reducing effectiveness. Chemical reac-
tions could potentially induce changes in the polymer structure as
well, and contribute detrimentally to their drag-reducing behavior.
Consequently, it is important to assess if degradation is induced
by the injection system, the pump, etc. and then to adequately

optimize the setup. However, it has been argued by Kim et al.f24g
that the shear induced in the polymer delivery system might also
contribute to the formation of macro-molecular polymer structures
and these have been shown to improve the drag reduction perfor-
mance of the polymer solutions. It has also been argued that the
presence of such structures prior to injection can contribute to
improve the drag reduction abilities of the polymer solutionssVla-
chogiannis and Hanratty,f8gd.

The aim of this paper is to first establish a preparation proce-
dure of polymer solutions that is consistent and translates into
long enough shelf-life for the solutions. This procedure will be
compared for three different types of commercially available
polymers PEO, PAM, and HPAM. First, the study reports on the
inconsistencies found for solutions with concentrations lower than
100 ppm for the ionic polymers testedsi.e., PEO and HPAMd.
Secondly, the effect of the polymer delivery system and the mix-
ing process that takes place in a channel prior to the test section is
evaluated for different injection concentrations yielding the same
test section concentration. It is corroborated that the presence of
macro-molecular polymer structures induced by injecting highly
concentrated polymer solutions into a shear flow increases drag
reduction with respect to homogeneous polymer solutions. More
importantly it is shown that the endurance to degradation of such

Fig. 1 Schematic of the recirculating channel

Fig. 2 Schematic of the polymer consistency apparatus
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Fig. 3 Hydration test for a 10,000 ppm PAM „open symbols … and HPAM
„solid symbols … master solutions

Fig. 4 Hydration test for a 1,000 ppm PEO master solution
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structured solutions is significant especially for large Reynolds
numbers. It should be noted that a detailed flow characterization
including laser doppler velocimetrysLDV d measurements, as well
as turbidity and birefringence measurements for a structured and a
nonstructured polyacrylamide polymer solution was presented by
the authors in Kim et al.,f24g and Shen et al.f23g. The present
study builds upon the findings presented in those studies. It, how-
ever, focuses on the implications related to procedures followed to
prepare consistent highly concentrated polymer solutions, and it
also demonstrates the better ability that structured polymer solu-
tions have to sustain degradation.

2 Experimental Apparatus and Procedures
The experiments reported in this study were conducted at the

Marine Hydrodynamics Laboratory of the University of Michigan.
One of the facilities was a recirculating water channel, where the
flow is driven by a 1200 gallons per minutes0.076 m3/sd cen-
trifugal pump into the 5.99 cm wide by 59.94 cm high and 6.35 m
long channel test section. The bulk velocity in the test section can
be up to 2.11 m/s, leading to Reynolds numbers based on the
channel’s width up to 1.263105. Settling chambers are located at
each end of the test section and connected to it through a one-
dimensional planar contraction–expansion. In the upstream set-
tling chamber, there are two stainless steel screens to help break
up large eddies, reduce small scale turbulence and produce a tur-
bulent wake to aid in the development of fully developed turbu-
lent flow in the test section. Twenty-one equally spaced pressure
taps are located on one of the test section walls to monitor the
pressure gradient. The test section aspect ratio is 10:1, and the
measurement station located 88.5 channel widthss5.28 md down-
stream of the test section entrance. The polymer injection slots are

located on both sides of the channel at 22.86 cm downstream of
the test section entrance. They are 0.25 cm wide, 59.94 cm high
and are inclined at an angle of 25 deg to the wall. A pneumatic
system drives the polymer solution from storage tanks to the in-
jection slots. A schematic of the channel can be found in Fig. 1.

The polymer solution is injected during a short period of time
to ensure that no polymer build-up takes place in the channel. This
is monitored by measuring the pressure drop at the test section of
the channel and making sure it remains constant. Before it starts to
drift, the injection is stopped and the polymer is run through the
pump until it is fully degraded. The channel reference velocity is
monitored continuously with a GF-Signet 5100 flowmeter. The
pressure taps are connected to a W0602/IP-24T Scanivalve and a
Digi-Key 287-1027-ND temperature compensated pressure sen-
sor, with ±4 in H2O range and a Pentium II PC is used to collect
and process the signals. During the experiments, the temperature
is held constant at 22±1°C. Thechannel water, polymer solution,
and room temperatures are measured using Type K thermocouples
with 0.1°C resolution. More detailed information regarding the
channel setup and the polymer injection process can be found in
Shen et al.f23g and Kim et al.f24g.

A different experimental setup was used to test the polymer
solutions and conduct degradation tests. It consists of a copper
pipe of 1.6 cm in diameter through which the polymer is gravity
fed. The pressure drop and flow rate measurements in this pipe
give a quick measurement of the wall shear stress and conse-
quently of the drag reduction induced by the polymer. This setup
allows for a quick and reliable way to test the consistency of the
various polymer solutions prepared throughout the life of this ex-
perimental work. The measurements involve the use of a U-tube
manometer with ±2 mmsH2Od error and an Omega Engineering

Fig. 5 Comparison of drag reduction abilities of 100 ppm solutions ob-
tained by diluting 10,000 and 1,000 ppm master batches: PAM „open
symbols … and HPAM „solid symbols …. Data represents stable solutions
for each dilution.
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Model FTB791 flowmeter with a linear range of 1–10 gpms6.3
310−5–6.3310−4 m3/sd with ±0.04 gpms0.25310−5 m3/sd er-
ror. The errors related to the calculations of the corresponding
friction factor coefficient and Reynolds number are well within
4.5% for all cases reported in the study. A schematic of this ap-
paratus, referred to as the polymer consistency apparatus, is
shown in Fig. 2. Koskie and Tiedermanf6g used a similar proce-
dure to ensure consistency of the prepared polymer solutions by
ensuring that the drag reduction obtained was within 10% for each
batch tested.

3 Polymer Solution Study

3.1 Polymer Type.In this study three commercially available
polymers were used, a polyacrylamidesPAMd, a polyethyline ox-
ide sPEOd and a hydrolized polyacrylamidesHPAMd. The weight
averagesMwd molar mass andz average radius of gyrationsRg,zd
of PAM was measured by multi-angle laser light scatteringsDawn
EOS, Wyatt Technologiesd. Further details of this procedure can
be found in Kim et al.f24g for the results concerning PAM, and in
Islam et al.f29g for the results concerning PEO. No such mea-
surements were conducted for the HPAM.

The nonionic polyacrylamide used in this study is Hyperfloc
NF301 purchased from Hychem Inc.sTampa, FLd. The molar
mass moments reported in Kim et al.f24g are summarized herein.
The weight average molecular weight is 7.53106 g/mole, and the
Rg,z=170 nm.

The polyethylene oxidesPEOd used in this study is purchased
from Polysciences, Inc.sWarrington, PAd. The number average
molecular weight is 3.273106 g/mole, the weight average mo-
lecular weight is 4.713106 g/mole, and the polydispersity index
sMw/Mnd is 1.44.

The ionic polyacrylamidesHPAMd used in this study is Super-
floc A-110 Flocculant purchased from CytecsWest Paterson, NJd.

No molecular characterization of this polymer was done and con-
sequently only the information reported by the manufacturer is
included herein. The number average molecular weight is 15
3106 g/mole.

3.2 Polymer Solution Preparation and Assessment.The
preparation of the aqueous solution of Hyperfloc used in this study
follows a procedure similar to the one followed by Kim et al.f24g.
Preparation of the polymer solution involves the preliminary de-
aeration of filtered tap water by heating it to 34–38°C while
stirring magnetically and subsequently allowing it to settle. The
polymer in granular form is suspended on a small percentage of
isopropanol and then mixed into filtered tap water to produce a
solution of the desired concentration. The mixing is done with a
Nuova magnetic stirrer for the first ten minutes and then rolled by
a Bellco Cell Production Roll Apparatus. The rollers need to pro-
vide enough agitation to avoid clumpling without causing shear
degradation of the polymer solution. The time the solution is al-
lowed to hydrate while being rolled has proven to be a critical
factor. Isopropyl alcohol is an anti-microbial agent and the pur-
pose behind its use is to avoid biological degradation to the fur-
thest extent possible and increase the stability of the solution. The
polymer solution is stored at ambient conditions in the laboratory

s22°Cd.

3.2.1 Effects of Hydration Time. The effects of hydration
while stirring the prepared polymer solution or master batch were
tested by extracting samples from the solution after selected roll-
ing times. This helped to determine the period of time required for
this process to yield a stable condition. The tests were performed
by gravity feeding the samples through the polymer consistency
apparatus and measuring the corresponding pressure drop and
flow-rate to determine the drag reduction induced by the polymer

Fig. 6 Consistency test for 10, 50, and 100 ppm PAM solutions
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solution. Tests were performed at different Reynolds numbers and
water characteristics were used in the calculations of the Fanning
friction factor and Reynolds numbers.

The results obtained for the nonionic PolyacrylamidesPAMd
showed that a stirring time of at least twelve hours was needed to
yield adequate mixing and stable characteristics in time, for a
10,000 ppm solution. Such results are shown in Fig. 3 for a
100 ppm sample obtained from a 10,000 ppm master solution al-
lowed to roll for 4, 8, 12, 16, and 24 h. The samples were tested
right after dilution was performed. The figure shows the variation
of the Darcy friction factor, defined asfD=s2dDpd / srLV2d, sbased
on the pipe diameter,d, the pressure dropDp, the length,L, of the
pipe, the fluid density,r, and the bulk velocity,Vd with the Rey-
nolds number,sbased on the pipe diameter,D, and the bulk ve-
locityd. Such results correspond to a Reynolds number range of
5.233103,Re,1.543104. The analytical solution developed
by Blasius for water pipe flowsfD=0.316 Red

−1/4d is also shown in
the figure for reference. The results indicate that at low Reynolds
numbers, the hydration time required to achieve consistent levels
of drag reduction seems to be slightly longer. Overall consistent
resultsswithin ±5% for 5000,Re,15,000d seem to be achieved
after twelve hours.

Similar results for the ionic PolyacrylamidesHPAMd are also
shown in Fig. 3 for 100 ppm samples from a 10,000 ppm master
batch. The samples were obtained in the same way as explained
earlier for PAM. It is remarkable to note that the rolling time did
not seem to have much effect on the drag reduction abilities of
this polymer in the range of Reynolds numbers tested. However, it
should be noted that visual inspection of the solution throughout
the first eight hours of the stirring period indicated that the solu-
tion was not fully mixed. It is possible that the polymer aggregates
early on in the preparation process, due to its charged character,
and the rolling time is not sufficient to affect this state.

The PolyEthylene OxidesPEOd displayed a strong tendency
towards clustering when preparation of highly concentrated solu-
tions was attempted following the same preparation procedure as
with PAM and HPAM. Such solutions required rolling times of at
least two weeks in order for them to become visually homoge-
neous. Consequently only solutions with concentrations of
1,000 ppm and lower were tested when using PEO. Additionally,
the polymer preparation procedure was slightly altered regarding
the conditions of the solvent, since PEO has higher phase insta-
bility with increased solution temperature. As a result all PEO
solutions were prepared with cold deionized tap water. Results
corresponding to a 100 ppm sample diluted from a 1,000 ppm
solution of PEO are shown in Fig. 4 for a period of two to eight
hours of rolling time. A zero-hour test was not conducted due to
the visual nonhomogeneity observed in the solution. The data
show that after two hours of mechanical mixing and hydration
drag reduction consistency is achieved. Similarly to HPAM the
results are consistent throughout all Reynolds numbers tested.

Assessment of the experimental error associated with the poly-
mer solution preparation process is important to properly interpret
polymer drag reduction results. Turbidity measurements con-
ducted on the most concentrateds10,000 ppmd quiescent solution
of PAM employed in this study did not show appreciable polymer
structure formationsKim et al. f24gd. Consequently if the process
of preparation of the polymer solution indeed yields homogeneous
solutions, it should be expected that samples of the same concen-
tration prepared either directly or from 10,000 or 1,000 ppm mas-
ter batches, or from a 1,000 ppm solution obtained by diluting a
10,000 ppm master batch should yield consistent results. Such a
study was done by comparing the performance of corresponding
100 ppm samples in the polymer consistency apparatus.

To conduct the latter experiment however, tests assessing the
hydration time needed to consistently dilute concentrated polymer

Fig. 7 Consistency test for 10, 50, and 100 ppm HPAM solutions
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solutions to a lower concentration were done similarly to what
was described earlier for 100 ppm samples from 10,000 ppm mas-
ter batches of PAM and HPAM and 100 ppm samples from a
1,000 ppm PEO master batch. These tests were needed to rule out
the effects of dilution time due to differences in initial concentra-
tion. It was found that 100 ppm solutions of PAM obtained by
diluting a 10,000 ppm master batch give consistent resultsswithin
±10% for 5500,Re,15,000d right after dilution and up to six
hours thereafter. A 100 ppm solution obtained from a 1,000 ppm
showed consistent resultsswithin ±5% for 4000,Re,15,000d
right away and up to at least three hours of hydration. The results
showed more consistent agreement, that is less scattered data in
time by comparison to the results from the 100 ppm solution ob-
tained by diluting a 10,000 ppm master batch. They were also
more consistent at the lower range of Reynolds numberss4000–
8500d. A 100 ppm sample taken from a 1,000 ppm solution ob-
tained by diluting a 10,000 ppm master batch was also studied.
The hydration time to get consistent resultsswithin ±6% for
7000,Re,15,000d for the 1,000 ppm solution was two hours.
The corresponding 100 ppm samples from the 1,000 ppm solution
were consistentswithin ±5% for 4000,Re,15,000d for at least
three hours. The final results for each of the 100 ppm solutions
mentioned are plotted together in Fig. 5, along with the analytical
results from Blasius for water as a reference. The limit of stable
drag reduction is slightly different for each dilution case, but these
results are all consistent within ±5% for 7000,Re,15000.

The results obtained for 100 ppm solutions of HPAM diluted
from 10,000 and 1,000 ppm are also compared in Fig. 5. The
hydration time for both 100 ppm solutions obtained by diluting
10,000 and 1,000 ppm batches, respectively, does not seem to be
a critical factor since consistent resultsswithin ±4% for 6000
,Re,14,000d are obtained right away and throughout the period
tested, at least eight hours. For 100 ppm solutions, testing the
hydration time required for dilution of the 10,000 ppm master

batch down to 1,000 ppm, also included in Fig. 5, showed consis-
tency swithin ±3% for 5500,Re,10,000d right away and up to
at least twenty-seven hours thereafter, despite the fact that within
eight hours of hydration the solution was not visually homoge-
neous. Figure 5 gives a comparison of all the 100 ppm solutions
mentioned above and shows that all 100 ppm solutions are con-
sistent within ±7% for 6500,Re,10,000.

Similar tests to those indicated earlier were not conducted for
PEO due to the long time required to prepare highly concentrated
solutions as indicated earlier in this section.

3.2.2 Polymer Solution Consistency for Concentrations Lower
than 100 ppm. Once the procedure for preparation of the polymer
solutions was sorted out, tests were conducted to ensure batch to
batch consistency for various concentrations, lower than 100 ppm,
for the three polymers used in this study. A preliminary study to
assess the proper hydration time required was conducted when-
ever pertinent. While the results for PAM followed the expected
trends, the ones corresponding to PEO and HPAM did not.

Figure 6 shows the changes of the Fanning friction factor,f,
fdefined asf =s1/4dfDg with Reynolds number in Prandtl–Karman
coordinatessi.e., 1 /Î f versus ReÎ fd for 10, 50, and 100 ppm
solutions. These solutions were obtained by diluting samples from
different 10,000 ppm PAM polymer solutionsstwo of these, de-
noted as batches 1 and 2, are shown in the figured. Figure 6 also
shows the drag reduction interval as that between the Prandtl–
Karman curve for waterf1/ Î f =4 logsRe Î fd−0.4g and the Virk’s
Maximum Drag Reduction Asymptote fMDRA; 1/ Î f
=19 logsRe Î fd−32.4g. The results showed drag reduction consis-
tency within 4%, among the samples from the different batches
with the same concentrations. They also reflect the expected trend
of higher drag reduction with higher concentrations.

The results obtained for similar tests performed with HPAM are
presented in Fig. 7. Drag reduction consistency among samples

Fig. 8 Consistency test for 10, 50, and 100 ppm PEO solutions
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from different batches is within 5%. They show consistency for
solutions with the same concentrationsfor instance, batches 1 and
2 shown in the figured, but inconsistent overall drag reduction
trends. Data corresponding to 10 ppm solutions were closer to the
MDRA than that corresponding to 100 ppm, which was closer to
the water results. The results corresponding to the 50 ppm solu-
tions fall in between the 100 and 10 ppm results. The influence of
the hydration times for the 10 and 50 ppm was tested and did not
appear to be an issue. The same trends and quantitative datasdrag
reduction within 7% for all concentrationsd were obtained for 10,
50, and 100 ppm solutions diluted from 1,000 ppm solutions. Fur-
ther confirmation of this unusual trend was evident from testing
25 and 75 ppm samples. Their results showed the drag reduction
corresponding to the 75 ppm solution between the data corre-
sponding to 50 and 100 ppm and the drag reduction for the
25 ppm solution between the 10 and 50 ppm. The sensitivity of
Superfloc to changes in the solvent conditions due to its ionic
nature was thought to be a potential explanation for this anomaly.
However, the pH levels corresponding to the solutions with con-
centrations in the range 10–100 ppm were within the interval
9.31,pH,9.36 and the temperature differences well within
±1°C. These changes in the solvent conditions did not seem to be
significant enough to explain the reported unexpected trend.

The tests conducted for PEO also showed unexpected results of
a similar nature to that seen for HPAM. Drag reduction consis-
tency within 6% was found among batches of the same concen-
tration obtained by diluting 1,000 ppm polymer solutions to 10,
50, and 100 ppm. The measured data is shown in Fig. 8 where the
maximum drag reduction asymptote and the Prandtl–Karman law
are also shown for reference. Two different 1,000 ppm solutions
are shown in the figure and denoted as batches 1 and 2. However,
the drag reduction measured for the 100 ppm solutions falls in

between that corresponding to 10 and 50 ppm with 50 ppm giving
the largest drag reduction. Hydration tests were performed for the
10 and 50 ppm solutions to assess the proper time for solution
homogeneity to rule out this variable as the one responsible for
the inconsistent results. The pH levels corresponding to the 10, 50,
and 100 ppm solutions were within the interval 9.27,pH,9.35
and the temperature differences well within ±1°C.

The ionic character of these polymerssi.e., HPAM and PEOd
might translate into the formation of polymer aggregates. It is
possible that such aggregates are not disrupted by the gentle roll-
ing process to which the solution is subjected during mixing, ex-
plaining the very consistent data obtained throughout the hydra-
tion process shown earlier in Section 3.2.1. If that is indeed the
case, the size of these aggregates versus the size of the pipe of the
polymer consistency apparatus where these solutions were tested
might play a significant role on the overall drag reduction ob-
tained. The consistency on the results corresponding to different
batches of the same concentration is remarkable. To test this
speculation an attempt was made to neutralize the ionic behavior
of the polymerssboth PEO and HPAMd by preparing polymer
solutions with salt water instead of tap water. The preparation
process of such solutions involved premixing small amounts of
water with salt and slowly adding polymer solution while stirring
to ensure that the salt does not settle to the bottom. The results for
HPAM with 0.1 molar concentration of salt solution are shown in
Fig. 9. The effect of the salt is to increase the drag reduction for
the 100 ppm to be within error of the 50 ppm. The results for the
50 ppm solution are practically unchanged with salt addition and
the 10 ppm data has decreased drag reduction such that it is
slightly above the 100 ppm solution without salt. The salt test
shows that the ionic behavior is partially responsible for the re-
verse trend associated with the HPAM solutions. Tests were also

Fig. 9 Consistency test for 10, 50, and 100 ppm HPAM solutions with
and without 0.1 molar concentrations of salt
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Fig. 10 Comparison of degradation for the first pass of 14 ppm PAM
solutions obtained by injecting into the channel

Fig. 11 Comparison of degradation for the fourth pass of 14 ppm PAM
solutions obtained by injecting into the channel
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performed with PEO solutions with 0.02 molar concentration of
salt in anticipation of the weaker ionic bonds compared to HPAM.
No effect on the drag reduction results shown in Fig. 8 was seen
and, therefore, a larger salt concentration corresponding to
0.1 molar concentration of salt was tested. However, the results
again did not change substantially with respect to those shown in
Fig. 8 and the same trends were obtained. The abnormality in the
high levels of drag reduction obtained from the 50 ppm solutions
compared to the 100 ppm did not seem to be associated with the
weakly ionic properties of PEO. Further studies are required to
characterize with certainty the reasons for the abnormal trends
observed with both HPAM and PEO for concentrations lower than
100 ppm when obtained by diluting highly concentrated solutions
in the range 1,000–10,000 ppm.

3.2.3 Shelf-Life Tests. The shelf-life of the prepared solutions
is considered an important parameter both to designing time-
efficient experiments involving polymer injection and also to as-
sess the practicality of polymers as drag reduction agents in real
engineering applications. Tests were conducted to try to capture
the life span of polymer solutions prepared following the steps
indicated earlier and stored at lab conditionss22°Cd in sealed
containers. Polymer solutions of PAM, 1000 and 10,000 ppm
were prepared and tested in the polymer-consistency apparatus
every few days. The results showed consistency for at least 15 and
52 days, respectively. Solutions of PEO, 1,000 ppm showed con-
sistency for at least 16 days. The tests conducted for 10,000 and
1,000 ppm solutions of HPAM showed stable drag reduction char-
acteristics for at least 31 and 16 days, respectively. All the shelf-
life experiments were conducted in the range of Reynolds num-
bers corresponding to 43103,Re,1.63104.

4 Effects of Injection of Polymer Solutions
Injection of homogeneous highly concentrated polymer solu-

tions into shear flows can result into the formation of macro-
molecular polymer structures. The studies of Shen et al.f23g and
Kim et al. f24g associate the presence of macro-molecular PAM
polymer structures with a substantial enhancement in drag reduc-
tion when compared to that corresponding to an equivalent aver-
age homogeneous polymer concentration at the test section. In
those studies the polymer structures were induced by injecting a
homogeneous highly concentrated polymer solution into the same
water channel flow used in this study to achieve a concentration of
14 ppm at the test section for a Reynolds number of 5.63104

based on the channel width and the centerline velocity. The pres-
ence of such macro-molecular polymer structures was proved in
the above mentioned studies via laser induced fluorescence visu-
alization and Birefringence measurements for injection concentra-
tions above 3,000 ppm. No appreciable polymer structures were
detected for lower concentrations even though that does not pre-
clude their existence. If present, however, their size should be
much smaller than the wavelength of light as explained by Kim et
al. f24g.

A degradation study consisting of measuring the drag reduction
corresponding to homogeneous and heterogeneous polymer solu-
tions with the same average concentration after passing them sev-
eral times through a pipe was performed. This study was con-
ducted to further assess the impact that formation of polymer
structures have on the overall performance of polymer solutions
for various Reynolds numbers. The study was done only for PAM
and the injection concentrations were chosen based on the results
of Kim et al. f24g that established the injection concentration

Fig. 12 Comparison of degradation for the fifth pass of 14 ppm PAM
solutions obtained by injecting into the channel
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threshold needed for macro molecular polymer structures to be
present in this channel flow. The solution without polymer struc-
tures was induced by injecting a 1,000 ppm polymer solution in
the channel at an injection rate corresponding to an average test
section concentration of 14 ppm, following the conclusions of the
mentioned study. The solution with the polymer structures was
induced by injecting polymer solutions in the range of
3,000–10,000 ppm in the channel. The injection was done at both
channel walls well upstream the test section at a flow rate corre-
sponding to an average 14 ppm concentration at the test section.
Samples were extracted from the channel just downstream of the
test section. Samples from both polymer solutions with and with-
out polymer structures were then tested in the polymer consis-
tency apparatus. Flow rates and pressure drops were measured for
each case and the results from several passes through the pipe
recorded and compared.

The outcome from such degradation tests are shown in Figs.
10–13 for injection concentrations of 10,000, 8,000, 5,000, 3,000,
and 1,000 ppm and a corresponding average concentration of
14 ppm at the test section. Each figuresFigs. 10–12d shows the
drag reduction versus Reynolds numbersin Prandtl–Karman, PK,
coordinatesd achieved by each of the polymer solutions for passes
one, three and five through the pipe. Figure 13 shows the results
corresponding to ten passes through the pipe.

The results shown in Fig. 10 corresponding to the first pass
through the polymer consistency apparatus show that the level of
drag reduction attained by the structured polymer solutions is
drastically different from that achieved by the nonstructured poly-
mer solution for all Reynolds numbers tested. The results corre-
sponding to the largest injection concentration translate into
roughly double the drag reduction of that achieved by the non-

structured polymer solution. As shown in the figure the data can
be quite well approximated by the straight lines indicated, corre-
sponding to least-squares regressions of the data with correlation
coefficients,r, of at least 0.94. The difference between the slope
of the curves corresponding to the polymer solution and the sol-
vent was referred to as slope increment,d, by Virk s1975d. The
slope increments corresponding to the first pass of the structured
samples tested for injection concentrationsCi =s10,000, 8,000,
5,000, and 3,000 ppmd are d=s25.5,25.8,20.4,19.5d. The slope
increment corresponding to the nonstructured solution is 9.6. For
injection concentrations within 3,000 ppmøCi ø10,000 ppm,d
is at least double that corresponding to the nonstructured polymer
solutionsCi =1,000 ppmd for the same average concentrations. As
expected, the results confirm that the level of polymer structure
formation is highly dependent on the injection concentration. For
the same Reynolds numbers, lower drag reduction is obtained at
the lower injection concentrations. The mean value of ReÎ f cor-
responding to the onset of drag reduction, ReÎ uf uo, and the slope
increments of the curves shown in Fig. 10, corresponding toCi
=10,000 and 8,000 ppm are 459±13 and 25.65±0.15. Similarly
the mean results forCi =5,000 and 3,000 ppm are 504±11.5 and
19.95±0.45 for both intercept and slope. The mean values ofd
and ReÎ uf uo corresponding to all the structured cases tested and
shown in Fig. 10, is 22.8±3.3 and 481.75±35.75. The change
with respect to the corresponding values for the nonstructured
solution is 40% and 5%, respectively. In other words, trends
shown in Fig. 10 indicate that the onset of drag reduction for the
nonstructured solution takes place at a slightly higher Reynolds
number or corresponding critical wall shear stress,twc, than that
required for the structured polymer solutions to become effective

Fig. 13 Comparison of degradation for 14 ppm PAM solutions for the
tenth pass obtained by injecting 10,000, 8,000, 5,000, 3,000 ppm solu-
tions into the channel along with the fifth pass from injection of
1,000 ppm
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drag reduction additives. The most striking outcome, however, is
the similarity in both slope increment and ReÎ uf uo for all the struc-
tured solutions and the substantial change in slope with respect the
nonstructured solution while the onset of drag reduction is very
comparable.

The overall endurance to degradation is considerably better for
the samples with polymer structures as it is shown in the results
corresponding to consecutive passes through the pipesFigs.
10–13d. For all passes, the structured polymer solutions show
higher levels of drag reduction for all Reynolds numbers tested
than those corresponding to the nonstructured solution. The onset
of drag reduction becomes relatively closer between the various
structured samples and the nonstructured one the more passes
through the pipe. In fact by the thirdsFig. 11d, and fourth pass
snot shown due to space constraintsd the results corresponding to
all of the structured samples indicate a very comparable onset of
drag reduction to that corresponding to the nonstructured sample.
For the first two passes the critical wall shear stress corresponding
to the nonstructured polymer solution is larger than that corre-
sponding to the structured samples. By pass four the trend has
reversed and the onset of drag reduction takes place now at higher
critical wall shear stresses for all the structured solutions with
respect to the nonstructured solutions.

The process of degradation of the structured polymer solutions
and that corresponding to the nonstructured polymer solutions are
deemed to be substantially different. In the case of the structured
polymer, it is speculated that the majority of the degradation
comes initially from the breakup, or disentanglement, of the poly-
mer structures while some breakup of the individual polymer mol-
ecules will most likely also happen. In the case of the homoge-
neous polymer solution, degradation comes from the breakup of
the polymer molecules, which in turn comes associated with a

change in the molecular weight of the solution and a consequent
increase of the critical wall shear stress and decrease of the slope
sVirk f30gd. While the critical wall shear stresses also increase
with more passes through the pipe for the structured samples the
change is much larger compared to that endured by the non-
structured sample for the same number of passes.

Figure 13 shows the results corresponding toCi =1,000 ppm
after five passes through the pipe in comparison with the data
corresponding to all the other injection concentrations tested after
ten passes through the pipe. The slope increments corresponding
to all the structured polymer solutions after ten passes are still at
least double of that corresponding to the nonstructured polymer
solution after five passes. On the other hand the onset of all the
structured samples are within 2%, and within 12% of the onset
corresponding to the nonstructured solution after five passes
which takes place at a lower wall shear stress. The latter translates
into the structured solutions still being more effective after ten
passes at larger Reynolds numberssRe.14,000d than the ones
tested in this study. For the range of Reynolds numbers shown in
Fig. 13 s6,000,Re,14,000d the percentages of drag reduction
shown by the structured solution after five passes and the non-
structured polymer solutions after five are comparable.

Figure 14 shows the data corresponding to a similar degrada-
tion test to those mentioned earlier, but now performed on a
14 ppm sample obtained from direct dilution of a 1,000 ppm
polymer solution. These results are compared in Fig. 14 with
those corresponding to the channel test section sample for an in-
jection concentration of 1,000 ppm and an average test section of
14 ppm. The data corresponding to the first pass through the pipe
of a sample from the channel test section corresponding to an
injection concentration of 10,000 ppm, is also shown in Fig. 14

Fig. 14 Degradation for 14 ppm PAM solutions obtained by diluting
1,000 ppm compared to a samples taken from injection of 1,000 and
10,000 ppm into the channel
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for comparison. The results corresponding to the first pass through
the polymer consistency apparatus for the directly prepared
14 ppm sample and that corresponding to the nonstructured chan-
nel sample show important quantitative differences in their levels
of drag reduction. This is to be expected due to the degradation
endured by the nonstructured channel polymer solution from in-
jection to the channel test section located 84.3 channel widths
downstream from the injection slot. The slope increments corre-
sponding to both first passes are 12.9 and 9.6, respectively. De-
spite the initial difference in drag reduction levels, it is interesting
to note that the results corresponding to subsequent passes
through the pipe render very similar trends and characteristics. On
the other hand the comparison of the results corresponding to the
first pass of the directly prepared sample and the structured poly-
mer sample for the channel test section display what might seem
at first quantitative similarities. However, quantitative compari-
sons are not justified, as mentioned earlier, due to the fact that the
channel samples endure degradation from injection to the test sec-
tion. It is interesting to note though, the similarity in the slopes of
the cases corresponding to the nonstructured solutions and their
discrepancy with respect to the slope increment corresponding to
the structured polymer sample,d=25.5.

Similar results to those obtained from the directly prepared
sample from a 1,000 ppm solution were obtained from a directly
prepared 14 ppm sample by diluting a 10,000 ppm solutionsnot
shown in Fig. 14d. The results corresponding to the first pass
through the polymer consistency apparatus of both samples show
slope increments of 12.9 and 15.6, respectively, and the results
obtained from their subsequent passes through the polymer con-
sistency apparatus show again good consistency. This is to be
expected as discussed earlier in Section 3, where the consistency
of prepared PAM polymer solutions was addressed.

The data corresponding tod, ReÎ uf uo andtwc for injection con-
centrations of 10,000, 8,000, 5,000, 3,000, and 1,000 ppm versus

the number of passes through the pipe is shown in Table 1. In the
same table, the data corresponding to the 14 ppm solution ob-
tained by direct dilution of a 1,000 ppm sample for passes one
through five is also included. From the data presented in Table 1 it
can be observed that after ten passes the slope increment corre-
sponding to the structured solutions is roughly double than that
corresponding to the nonstructured solution after five passes. This
translates into larger drag reduction efficiency on the part of the
structured solutions, roughly an average 10% higher for all Rey-
nolds numbers tested by pass five. The change in slope increment
for all structured solutions is larger in the first pass than after-
wards when the changes become very comparable from pass to
pass in the range tested. The nonstructured solutions experienced
very similar changes for all passes. The only exception being pos-
sibly passes 4 and 5 of the directly prepared solution whend
practically remains constant. It is also noticeable that the critical
shear stress is larger for all the channel samples and for all passes
shown in comparison to that obtained for the directly prepared
polymer solution. The range of change of the critical shear stress
throughout the degradation process corresponding to the nonstruc-
tured channel sample is considerably smaller than that corre-
sponding to all the structured samples.

5 Conclusions
Preparation procedures as well as solution stability and shelf

life have been examined for three different polymer typessPAM,
HPAM, and PEOd. It is found that it is crucial to determine the
proper hydration or rolling time needed to produce a fully mixed,
homogeneous and hence consistent polymer solution. Hydration
time changes with polymer type and with concentration. A consis-
tent, repeatable procedure was established and tested. The perti-

Table 1 Summary of slope increments, onset points, and correlation statistics for all PAM 14 ppm solutions both structured and
unstructured

Pass Ci fppmg Onset Ref0.5 f0.5 Slope increment twc fN/m2g r

1 10,000 prepared 364 9.8 15.6 0.3573 0.9832
1 1,000 prepared 337 9.7 12.9 0.3056 0.9795
1 10,000 446 10.2 25.5 0.5377 0.9885
1 8,000 472 10.3 25.8 0.6006 0.9965
1 5,000 493 10.4 20.4 0.6545 0.9967
1 3,000 516 10.5 19.5 0.7186 0.9935
1 1,000 533 10.5 9.6 0.7657 0.9937
2 1,000 prepared 539 10.5 10.1 0.7841 0.9896
2 10,000 552 10.6 21.0 0.8227 0.9934
2 8000 557 10.6 22.6 0.8367 0.9918
2 5,000 570 10.6 15.9 0.8757 0.9946
2 3,000 590 10.7 15.5 0.9396 0.9892
2 1,000 600 10.7 8.3 0.9711 0.9903
3 1,000 prepared 596 10.7 8.2 0.9593 0.9680
3 10,000 612 10.7 20.7 1.0111 0.9940
3 8,000 606 10.7 21.6 0.9917 0.9897
3 5,000 635 10.8 15.8 1.0875 0.9906
3 3,000 635 10.8 15.4 1.0862 0.9922
3 1,000 622 10.8 7.0 1.0451 0.9722
4 1,000 prepared 552 10.6 4.2 0.8233 0.9925
4 10,000 652 10.9 18.1 1.1464 0.9772
4 8,000 651 10.9 19.6 1.1422 0.9931
4 5,000 662 10.9 13.9 1.1832 0.9949
4 3,000 659 10.9 12.7 1.1712 0.9926
4 1,000 634 10.8 6.2 1.0852 0.9777
5 1,000 prepared 547 10.6 3.8 0.8072 0.9722
5 10,000 682 10.9 17.6 1.2557 0.9952
5 8,000 688 11.0 18.7 1.2776 0.9725
5 5,000 702 11.0 13.1 1.3309 0.9904
5 3,000 674 10.9 12.0 1.2247 0.9538
5 1,000 652 10.9 5.6 1.1466 0.9448
10 10,000 801 11.2 12.5 1.7286 1.0000
10 8,000 750 11.1 13.5 1.5171 0.9913
10 5,000 762 11.1 9.5 1.5664 0.9932
10 3,000 751 11.1 10.3 1.5198 0.9944
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nent errors associated with the process were also assessed and
discussed. The shelf lives of all polymer solutions prepared in this
study were at least fifteen days.

When attempting to produce polymer solutions of concentra-
tions 100 ppm and lower of PEO and HPAM from highly concen-
trated solutionssi.e., 10,000 ppm and lowerd it was found that the
expected monotonic trend of larger drag reduction for larger con-
centrations was not followed. Such unusual behavior could not be
traced to temperature changes or the pH effect of the solvent.
Tests to neutralize the ionic character of both polymers were at-
tempted by using a small concentration of salt. These results do
not seem to be fully conclusive but it does seem plausible that if
polymer aggregates are present in the highly concentrated solution
despite the mixing process, the process of dilution will result in
heterogeneous solutions with an average concentration that will be
difficult to determine.

The effect of polymer structures induced by injecting a highly
concentrated polymer solution into a channel flow was studied for
various Reynolds numbers. It was found that the slope increment
was increased substantially when compared to samples of non-
structured, homogeneous, solutions of the same average concen-
trations. Degradation tests were performed with nonstructured and
structured polymer samples of PAM with the same average con-
centration by running the samples several times through the poly-
mer consistency apparatus. It was found that more than double the
number of passes are needed from the structured sample to attain
the same level of drag reduction for all Reynolds numbers tested
in this experiment. It is speculated that the process of degradation
endured by the structured polymer solutions could mostly be due
to the breakup of the polymer structures. The change in the critical
shear stress throughout the degradation process is larger for the
structured samples than it is for the nonstructured solutions.

While the results presented in the degradation study discussed
herein are particular for a certain type of polymer and flow char-
acteristics, they nonetheless highlight the importance of polymer
structures as drag reduction agents and their remarkable endur-
ance to degradation. Inducing polymer structures through polymer
solution preparation or injection might be a powerful and control-
lable mechanism to substantially increase the levels of drag reduc-
tion obtained with polymers.
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Optimum Bifurcating-Tube Tree
for Gas Transport
This paper describes optimality principles for the design of an engineering bifurcating-
tube tree consisting of the convection and diffusion zones to attain the most effective gas
transport. An optimality principle is formulated for the diffusion zone to maximize the
total diffusion mass-transfer rate of gas across tube walls under a constant total-volume
constraint. This optimality principle produces a new diameter distribution for the diffu-
sion zone in contrast to the classical distribution for the convection zone. In addition. this
paper gives a length distribution for an engineering tree based on an optimality principle
for minimizing the total weight of the tree under constraints of a finite surface and elastic
criteria for structural stability. Furthermore, the optimum branching angles are evalu-
ated based on local optimality principles for a single bifurcating-tube
branch. fDOI: 10.1115/1.1899168g

Introduction

A biological respiratory system for gas transport can be consid-
ered as a bifurcating-tube treesbronchial treed consisting of a
number of branching generations of tubesf1,2g. Hence, a
bifurcating-tube tree can served as a biologically inspired model
for gas transport in engineering applications. Here, we want to
devise an engineering bifurcating-tube tree for the most effective
gas transport based on optimality principles and scaling analyses.
As shown in Fig. 1, the diameter, length, and wall thickness of a
bifurcating tube are three basic metric quantities, and the branch-
ing angle is an angular quantity characterizing the geometric
structure of a bifurcating-tube tree. Since trees are not necessarily
planar to avoid intersection with each other, another parameter is
the azimuthal rotational angle of a tube branch relative to the
preceding branch. The biggest tube is designated as the generation
0. The successive left and right branches are designated as the first
generation, and so on. Therefore, the total number of tubes in the
nth generation is 2n. Consider an engineering bifurcating-tube tree
in which tubes are circular and tree bifurcation is symmetrical,
and steady flow through it is driven by a constant pressure differ-
ence between the generation 0 and the end generationsunlike
periodic flow in bronchial treesd. An engineering tube tree is dis-
tinctly divided into the convection and diffusion zones. Tubes are
bigger in the convection zone where the generation number is
lower than a critical value for division. Since the Péclet number is
large, the dominant physical process is convection while diffusion
is negligible. For simplicity, it is assumed that tube walls in the
convection zone are impermeable. As the generation number ex-
ceeds a certain critical value for division, diffusion becomes a
dominant physical mechanism in the diffusion zoneshigher gen-
erationsd where tubes are fine and highly permeable. Separation of
a tree into two distinct zones where different physical mechanisms
prevail is convenient for an engineering analysis. The critical
number for division between the two zones depends on the Péclet
number indicating the relative importance of convection to diffu-
sion. The core problem is to determine the diameter, length, wall
thickness, and branching angle of tubes as a function of the gen-
eration number.

Strikingly, a diameter distribution in the convection zone has
been obtained based on simple optimality principles without con-

sidering hydrodynamic detailsf3–9g. An optimality principle for
the minimum power gives a classical diameter-generation relation
f3g

dn ~ 2−n/3, s1d

wheredn is the tube diameter in thenth generation andn is the
generation number. This result has also been derived based on
similar optimality principles for the minimum volumef4g, mini-
mum entropy productionf7g, and minimum resistancef10–12g. In
fact, Eq.s1d is an asymptotic distribution in the convection zone
where resistancesentropy production or workd is a legitimate tar-
get for minimization. Naturally, a question is whether we can
derive another asymptotic distribution of the diameter in the dif-
fusion zone based on appropriate optimality principles.

The objective of this work is to formulate appropriate optimal-
ity principles for designing an engineering bifurcating-tube tree
for gas transport rather than providing a teleological explanation
for the architecture of bronchial trees. Based on these optimality
principles, we deduce a diameter distribution for the diffusion
zone of a tube tree and a length distribution for the entire tree.
Moreover, the optimum branching angles are determined for both
the convection and diffusion zones.

Diameter Distribution and Maximum Gas Diffusion
An optimality principle for the diffusion zone of an engineering

bifurcating-tube tree is formulated based on scaling analyses of
surface, volume, and gas concentration. We consider the ad hoc
solutionsdn~2−pn and ln~2−qn for the diameter and length, re-
spectively, andVn~2bn for the total volume of thenth generation,
where the parameterb is defined asb=1−2p−q. Clearly, the
main task is to determine the parametersp andq.

For thin and permeable tube walls in the diffusion zone, accord-
ing to Fick’s law, the diffusion mass-transfer rate of gas from the
inside to the outside of tubes in thenth generation is

ṁn = Ddif fsAef fdnDCn/hn, s2d

whereDdif f is the gas diffusion coefficient of wall material,hn is
the wall thickness,sAef fdn is the effective diffusion area,DCn is a
change in the gas concentration across a tube wall, and the sub-
script n denotes thenth generation. For simplicity, it is assumed
that the gas concentration outside tubes is zero; i.e.,DCn=Cn.
Generally, to consider nonhomogeneous diffusion surfaces, the
effective diffusion area is expressed as a power-law function of
the total surface of tubes, i.e.,sAef fdn~An

a, whereAn is the total
surface area in thenth generation. The positive exponenta
=AnsAef fdn

−1fdsAef fdn/dng / sdAn/dnd represents the increasing rate
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of the effective diffusion area relative to that of the total surface
area in thenth generation. For homogeneous permeable surfaces,
the exponent is simplya=1.

In addition. we generally consider the fractal surface of tubes;
hence, an area-volume relation isAn~Vn

D2/3 f13g, whereD2 is the
fractal dimension of the surface of tubes andVn is the total vol-
ume of tubes in the nth generation. The non-fractal surface is
treated as a special case ofD2=2. Therefore, the effective diffu-
sion area issAef fdn~Vn

aD2/3. According to structural stability cri-
teria for a tube described in the subsequent section, the tube wall
thickness should be proportional to the tube diameter; i.e.,hn
~dn. Furthermore, using a length distributionln~2−n/4sq=1/4d
derived in the subsequent section, we have a relation between the
total volumeVn of tubes in thenth generation and the wall thick-
nesshn; i.e., Vn~2ndn

2ln~23n/4dn
2~23n/4hn

2.
Using the estimatessAef fdn~Vn

aD2/3,hn~2−3n/8Vn
1/2, and Cn

~Vn
−g given in Appendix A for the concentration distribution, we

have a power-law relation between the total diffusion mass-
transfer rate and the total volume of tubes in thenth generation

ṁn = B12
3n/8Vn

1/s, s3d

where the parameters is defined ass=saD2/3−g−1/2d−1 andB1

is a positive proportional constant. Settingxn=Vn
1/s, we have the

total diffusion mass-transfer rate of gas across tube walls in the
diffusion zone

ṁT = o ṁn = o wnxn, s4d

where the weight coefficients arewn=B12
3n/8. Thus, an optimiza-

tion problem is to maximize the cost functionṁT subjected by a
total volume constraint

o Vn = o xn
s = B2, s5d

whereB2 is a positive constant.
As shown in Appendix B, fors.1, there is an optimum solu-

tion to maximize the total mass-transfer rateṁT in the diffusion
zone

sVndop
1/s = B2

1/swn
1/ss−1dso wn

s/ss−1dd−1/s
. s6d

Substitution of Eq.s6d into Eq. s3d gives an optimum solution for
ṁn

sṁndop = B1B2
1/s23n/8wn

1/ss−1dso wn
s/ss−1dd−1/s

. s7d

Because ofṁn=sṁndop at the optimum state, we know the conse-
quences ofs→ +` and g=aD2/3−1/2. Fors→ +`, the condi-
tion s.1 for the maximum value is always satisfied. Therefore, at
the optimum state, the total volume of tubes in thenth generation
is sVndop~23n/8. Using the relationVn~2ndn

2ln~23n/4dn
2, we obtain

a diameter distribution at the optimum state for the diffusion zone

dn ~ 2−3n/16. s8d

Interestingly, this result does not depend on the intermediate
parameters introduced in the analyses. Figure 2 show the diameter
distributionsdn~2−n/3 for the convection zone anddn~2−3n/16 for
the diffusion zone in an engineering tree along with measured data
for the bronchial trees of human, dog, hamster, and ratf2,8g. Ob-
viously, unlike the human’s bronchial tree, the bronchial trees of
dog, hamster, and rat do not follow the theoretical distribution for
the diffusion zone in an optimal engineering tree.

We should examine the underlying assumptions made in the
above analyses. First, we assume the ad hoc exponential distribu-
tions for the diameter and lengthsdn~2−pn and ln~2−qnd in the
diffusion zone. From a viewpoint of engineering design, these
distributions enjoy simplicity that makes analytical solutions pos-
sible. However, we cannot exclude the existence of more compli-
cated solutions for the same optimization problems; therefore, the
uniqueness problem of solution is worth further investigation. In
Appendix A, to estimate the concentration distribution, a
bifurcating-tube tree is considered as a discrete system in which
the cross-section-area-averaged concentration is constant in each
generation. Further, using an approximationCn<sCn−1+Cn+1d /2,
we find that the diffusion mass-transfer fluxes into and out a tube
along the axial direction are approximately equal; i.e.,Dfn,ax<0.
These results are reasonable as first-order approximations. A
power-law estimateCn~Vn

−g for the gas concentration in the dif-
fusion zone is another major approximationssee Appendix Ad.
This is based on an exponential function approximation for the
asymptotic behavior of a complicated product function in higher
generationssnP f0.5N,Ngd. The fitting error is typically 1–4% in
a semi-log plot.

Length Distribution, Minimum Weight, and Structural
Stability

From the viewpoint of structural mechanics, a bifurcating-tube
tree can be modeled as an elastic tree on which a single segment
is idealized as an elastic tube. Similar to McMahon’s analysis of a
botanical treef14g, we suppose that an elastic tube must satisfy
two necessary elastic criteria to form a stable tree structure under
the gravitational force. One criterion is that a tube should be stable
when its outer wall is pressed by a certain amount of force. This
requires the wall thicknessh of a tube proportional to the tube
diameterd, i.e.,h~d, where the prefactor is related to the critical
pressuref15g. Another criterion is that a cantilever tube on a tree
cannot exceed a critical length beyond which the tube no longer
extends further due to the bending force by its own weight. The

Fig. 1 Geometry of tube bifurcation

Fig. 2 The theoretical diameter distributions for an engineer-
ing bifurcating-tube tree along with measured data for bron-
chial trees
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critical length for bending obeys a power-law relationlcr~h2/3

f14g. If tubes in a tree tend to achieve the maximum length to
occupy as large space as possible, a combination of these criteria
leads to a length-diameter relation for a single tubel ~ lcr~h2/3

~d2/3. Furthermore, since the weight of a single tube isW~ ld2, a
length-weight relation for a single tube isl ~W1/4, which is valid
for tubes in all the generations.

An appropriate optimization problem is to minimize the total
weight of a tree

WT = o sWTdn, s9d

while the total surface area remains constant, wheresWTdn is the
net weight of tubes in thenth generation. According to a area-
weight relationAn~Vn

D2/3~ sWTdn
D2/3, the total surface constraint

can be written as

o sWTdn
D2/3 = const, s10d

where D2 is the fractal dimension of the surface. This weight
minimization problem is the same max-min problem discussed in
B. Because ofD2/3,1, there is an optimum solution to minimize
the total weightWT, i.e.,

fsWTdngop = 2nWn = const s11d

where Wn is the weight of a single tube in thenth generation.
Combination of Eq.s11d with a length-weight relationln~Wn

1/4 for
structural stability yields a length distribution for a bifurcating-
tube tree

ln ~ 2−n/4. s12d

Figure 3 show a length distributionln~2−n/4 for an engineering
tree along with measured data for bronchial treesshuman, dog,
hamster, and ratd f2,8g. Equations12d is in good agreement with
data for the human branchial tree, but deviates significantly from
data for dog, hamster, and rat.

Branching Angles
An optimization problem for the branching anglew is generally

formulated for a single bifurcation branchf16–18g; in this sense,
the optimum branching angle can be determined independently
when the diameter distribution is given a priori. In a study of
arterial branching geometry, Zamirf16g proposed four local opti-
mality principles that minimize surface, volume, power, and drag,

respectively. For a symmetrical bifurcation, the optimum branch-
ing angles given by the four principles are, respectively,

cosswd = RA
−1 − 1, smin. surfaced, s13d

cosswd = 2RA
−2 − 1, smin. volumed, s14d

cosswd = RA
4/2 − 1, smin. powerd, s15d

cosswd = RA
2/2 − 1, smin. dragd, s16d

where RA=2dn+1
2 /dn

2 is a ratio of the total cross-sectional areas
between successive generations. In the convection zonesdn
~2−n/3 andRA<1.26d where all the four principles are plausible,
Eqs. s13d and s16d predict the same optimum branching anglew
<102°, while both Eqs.s14d ands15d give w<75°. For simplicity
of design, a single branching angle, such as the average value of
the branching anglesw<s75° +102°d /2<89°, could be used for
the convection zone in an engineering bifurcating-tube tree.

For the diffusion zone in which gas diffusion is the dominant
physical process, three of the four principles can be excluded. The
optimality principles for the minimum power and drag are not
strong constraints for the diffusion zone where the Reynolds num-
ber sas well as the Péclet numberd is small. In addition, the opti-
mality principle for the minimum surface is clearly inapplicable to
the diffusion zone where the total mass-transfer rate of gas across
tube surfaces should be maximized. Hence, the optimality prin-
ciple for the minimum volume is the remaining one that seems
plausible; in the diffusion zonesdn~2−3n/16 and RA<1.54d, the
optimum branching angle given by Eq.s14d is w<99°.

At the branching angle of 89°, tree branches may intersect with
each other after some bifurcations if a tree is strictly two dimen-
sional. Therefore, to avoid such intersections, a tree must be con-
structed in three-dimensional space by choosing a suitable distri-
bution of the azimuthal rotational angle of a branch with respect
to the preceding branch. Since no physical mechanism constrains
the azimuthal angle, the determination of a distribution of this
angle in a tree can be considered as a pure geometric problem to
construct the most compact tree without intersections. This non-
trivial problem will be investigated in the future.

Conclusions
A biologically inspired engineering bifurcating-tube tree, which

is divided into the convection and diffusion zones, is designed
based on the proposed optimality principles to achieve the most
effective gas transport. In the convection zone, the classical diam-
eter distributiondn~2−n/3 holds for minimizing the energy expen-
diture of gas transport. In the diffusion zone, the diameter distri-
butiondn~2−3n/16 is derived based on the optimality principle for
maximizing the total diffusion mass-transfer rate of gas across
tube walls under a constant total-volume constraint. In addition,
the length distributionln~2−n/4 is given for the whole tree based
on the optimality principle for minimizing the total weight of a
tree under a constant total-surface constraint while the elastic cri-
teria for structural stability are satisfied. The estimated optimum
branching angles for the convection and diffusion zones are89°
and99°, respectively.

Appendix A: Gas Concentration in Bifurcating-Tube
Tree

To estimate the gas concentrationCn in the nth generation, we
consider an ideal cascade process in which a bulk of gas mass
sequentially distributes from a lower generation into a higher gen-
eration of tubes. From the continuity equation¹ ·u=0 for steady
incompressible flow, we give a relation for the cross-section-area-
averaged axial velocityun in the nth generation

Fig. 3 The theoretical length distribution for an engineering
bifurcating-tube tree along with measured data for bronchial
trees
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un/u0 = 2−nsd0/dnd2, sA1d

wheredn denotes the tube diameter in thenth generation. Integrat-
ing the mass-transfer equation¹ ·suCd=−¹ ·f over a volume of a
tube in thenth generation, and applying Gauss theorem and a
zero-normal-velocity condition on the periphery wall, we obtain
the diffusion mass-transfer flux across the periphery wall for a
single tube

fn,peri = sdn/4lndhunsCn−1 − Cn+1d + Dfn,axj, sA2d

whereDfn,ax is a difference between the diffusion mass-transfer
fluxes into and out a tube along the axial direction. Here, the flux
f =−Ddif f ¹C is the diffusion mass transfer rate per unit area.
When a tube tree is considered as a discrete system in which the
cross-section-area-averaged concentration is constant in each gen-
eration, an estimate isDfn,ax~ sCn−1−Cnd−sCn−Cn+1d. Using an
approximation Cn<sCn−1+Cn+1d /2, we know Dfn,ax<0. This
means that the diffusion mass-transfer fluxes into and out a tube
along the axial direction are approximately equal. Therefore, we
have the mass-transfer rate across the effective diffusion surface
of tube walls in thenth generations2n tubesd

ṁn ~ sAef fdnsdn/lndunsCn−1 − Cnd. sA3d
As pointed out in the main text, the diffusion mass-transfer rate

across tube walls in thenth generation is alsoṁn~ sAef fdnCn/hn

~ sAef fdnCnVn
−1/223n/8. Using the exponential relationsdn~2−pn

and ln~2−qn for the diameter and length andVn~2bn for the total
volume of thenth generation, we have a relationCn−1=«−1sVn

g

+«dCn, where the parameters arel=s11/8−p−qd /b−1/2 and
b=1−2p−q, and« is a positive constant. The parametersp andq
are to be determined in optimization problems. Furthermore, we
have a relation

C0 = «−np
k=1

n

sVk
l + «dCn, sA4d

which describes a cascade process of mass transfer through suc-
cessive generations of a bifurcating-tube tree. We calculate the
function «−npk=1

n sVk
l+«d over a range of generationssnP f0,Ngd

for different values of the parametersl and «, and find that the
asymptotic behavior of this function for sufficiently higher gen-
erationssnP f0.5N,Ngd can be reasonably approximated by an
exponential function of the generation numbern. The fitting error
is typically 1–4% in a semi-log plot. Hence, we have an estimate
for the gas concentration in the diffusion zone

Cn ~ Vn
−g, sA5d

whereg is an empirical constant.

Appendix B: Max-Min Problem
The optimality of an engineering bifurcating-tube tree is related

to the following max-min problem. Consider a cost functionsper-

formance measured P=on=1
N wnxn for a system that is characterized

by a set of the positive quantitieshxnjsn=1,2,… ,Nd, wherehwnj
are the positive weight coefficients. We want to find the optimum
state to maxmize or minimize the cost functionP subject to a
constrainton=1

N xn
s=B, whereB is a positive constant ands is a

positive exponent. ForsÞ1, the use of the Lagrange-multiplier
method gives an optimum solution

sxndop = B1/swn
1/ss−1dSo

n=1

N

wn
s/ss−1dD−1/s

, sn = 1,2,…,Nd.

sB1d

When s.1, Eq. sB1d gives the optimum state maximizing the
cost functionP, while it minimizesP whens,1. Particularly, for
wn=1, the optimum solution is simplysxndop=B1/sN−1/s=const.
The consequence of the above analysis is used to formulate the
optimality principles for the design of an engineering bifurcating-
tube tree.
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New Physically Based Approach
of Mass Conservation Correction
in Level Set Formulation for
Incompressible Two-Phase Flows
A novel physically based mass conservation model is developed in the framework of a
level set method, as an alternative to the Heaviside function based formulation classically
employed in the literature. In the proposed “volume fraction based level set approach,”
expressions for volume fraction function for each interfacial computational cell are de-
veloped, and are subsequently correlated with the corresponding level set functions. The
volume fraction function, derived from a physical basis, is found to be mathematically
analogous to the Heaviside function, except for a one-dimensional case. The results
obtained are compared with the benchmark experimental and numerical results reported
in the literature. Finally, transient evolution of a circular bubble in a developing shear
flow and rising bubbles in a static fluid, are critically examined. The Cox angle and the
deformation parameter characterizing the bubble evolution are critically examined. An
excellent satisfaction of the mass conservation requirements is observed in all case stud-
ies undertaken.fDOI: 10.1115/1.1899172g

1 Introduction
A large variety of engineering problems involves interaction of

two fluid phases across a continuously evolving interface, which
includes motion of droplets and bubbles in channels, motion of
blood cells in capillary tubes, free surface deformation of a molten
arc-weld pool, evolution of active interfaces under chaotic mixing
conditions of two immiscible fluids, etc. A common characteristic
of all such problems is that a jump in the flow properties like
density and/or viscosity exists across the interface, and transient
evolution of the field variables strongly depends on the resultant
inter-fluid interaction mechanisms. Therefore, an accurate and
physically based computation of interface evolution is critical for
successful solution of these problems.

Classically, two broad types of interface-evolution algorithms
have been employed by researchers in their multiphase flow pre-
diction proceduresf1g, namely, the “front-tracking method”f2g,
and the “volume tracking approach.” The so-called “volume-of-
fluid sVOFd method”f3g evolved as a variant of the volume track-
ing approach, which tracks the motion of the interior region rather
than the boundary of the evolving front. Although complicated
topological boundaries can be handled in this method, it is diffi-
cult to calculate curvature of the front from such representation of
boundaries. Additionally, extension of this algorithm to three-
dimensional problems is not straightforward. Such limitations are
greatly overcome through a class of techniques commonly known
as the “level set method,” originally introduced in this context by
Osher and Sethianf4g. This method relies on a level set partial
differential equation to describe the motion of a propagating in-
terface, which may be approximated by borrowing technology
from numerical solution of hyperbolic conservation laws. By
viewing the interface as a level set, this method handles topologi-
cal complexities of the evolving front naturally, yielding a correct
limiting entropy-satisfying solution. Sussman et al.f5g used this
approach for computing solutions of incompressible and immis-
cible two-phase flow. However, mass of the bubble was not con-

served in their implementation. Chang et al.f6g first proposed an
effective conservation of mass approach appropriate for level set
formulation. Kaliakatos and Tsangarisf7g employed the
Heaviside-function approach as a measure of the pertinent level
set “distance function” that effectively interpolates fluid properties
for simulation of motion of deformable drops in pipes and chan-
nels. Sussman et al.f8g further improved the level set method by
introducing an iterative procedure to conserve mass locally. How-
ever, their formulations were not very successful is ensuring mass
conservation. Bourliouxf9g introduced a coupled level set and
volume-of-fluid sCLSVOFd method for tracking material inter-
faces, and exploited a combination of the superior mass preserva-
tion characteristic of the VOF approach with a superior topology
preservation property of the level set method. Sussman and Pucket
f10g subsequently developed a three-dimensional and axisymmet-
ric CLSVOF method for computing incompressible two-phase
flows with large density ratios, utilizing the inherent essence of
CLSVOF. Son and Hurf11g also developed a CLSVOF approach
for buoyancy driven flows. Later, Sussmanf12g proposed a sec-
ond order CLSVOF method, in an effort to obtain more accurate
solutions to generic interface evolution problems. It can be noted
here that all the above authors effectively used the Heaviside
function to correct local mass imbalances, without resorting to any
kind of physical basis. Further, major difficulties can be encoun-
tered in the implementation of the CLSVOF method, with respect
to the reconstruction of the interface, for accurate advection of the
VOF function and reinitialization of the level set function.

Deviating from the abovementioned Heaviside function based
approach, Shin and Juricf13g modeled a three-dimensional mul-
tiphase flow involving changes in phase, using a front tracking
method. Their mass correction procedure essentially employed the
continuity equation, coupled with an interfacial mass fluxf14g.
However, for evaluation of the material properties, they used an
indicator function, which is equivalent to the Heaviside function.
Enright et al.f15g, for the first time, used a hybrid particle level
set method for interface capturing. Their method employed La-
grangian marker particles to rebuild the level set function, based
on a basic principle that the marker particle should not cross the
interface unless it is computed wrongly. However, this method is
not easy and convenient to implement.
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It can be noted here that although the mass correction ap-
proaches, mentioned as above, mathematically smoothen out dis-
continuities across the artificially smeared interface, no pertinent
physical basis can be directly established. Consequently, the re-
sultant “correction” terms employed for enforcing local mass con-
servation in the vicinity of the interface are not physically based,
although they are mathematically “intuitive.” The aim of the
present work, accordingly, is to develop and establish a new
physically based approachswhich can be termed as a volume-
fraction level set approachd as an alternative mathematical formu-
lation of the Heaviside function classically employed for property
evaluation and mass conservation correction. This is effectively
achieved by developing expressions for volume fraction in each
computational cell that can distinctively identify the pertinent
phases and their properties, and effectively replace the Heaviside
function. In other words, role of each phase on the physical be-
havior and mathematical calculations is directly represented by
identifying their relative quantitative presence in an elemental
control volume. The physical basis of this approach lies in the fact
that logically the volume fraction, which is a relative quantitative
measure of amount of fluid in a control volume, is much more
relevant than any other physical quantities to be used for interpo-
lation of physical properties.

2 Mathematical and Numerical Modeling
For mathematical analysis, we assume a system of two fluid

phases constituting a two-dimensional domain. The individual
fluid phases are assumed to be incompressible, but deformable in
shape on account of shear stresses prevailing between various
fluid layers as well as fluid-solid interfaces. We assume the flow
field to be two dimensional and laminar.

2.1 Governing Equations.Continuity:

]r

]t
+

]srujd
]xj

= 0 s1d

Momentum:

r
]ui

]t
+ ruj

rui

]xj
=

]

]xj
Sm

]ui

]xj
D −

]p

]xi
+ rgi + sksfd ¹ fdsfd

si, j = 1,2d s2d
It can be noted here that the Dirac delta function is replaced by
volume fraction in our formulation. In this formulation, a scalar
variable, called the level set function, is used to identify the inter-
face between the two phases, and consequently, to act effectively
as the distance function. Since the interface between the two fluid
phases may be assumed to be advected by the fluid motion, the
equation governing “transport” of the interface can be written as

]f

]t
+ uj

]f

]xj
= 0 s3d

wherefsxj ,td is the so-called “level set function” prescribing po-
sition of interface at any specified time instant. Following the
suggestion of Sussman et al.f8g, f is taken here to be the normal
distance of the pertinent location from the interface. To be spe-
cific, if the value of f at the interface is taken to be zerosas
adopted in the present studyd, f effectively becomes a “distance
function” satisfying

u ¹ fu = 1 s4d

Since the value off at the interface is zero,f has opposite signs
in the two phases of concern. It is extremely important to recog-
nize here that for the level set formulation to work properly,f
must remain a distance function at all instants of time within the
time domain of interest. Although this seems to be rather obvious,
this is by no means trivially satisfied by the mathematical formu-
lation, since the physical notion of distance function is not explic-
itly justified by sole description of the governing differential equa-

tion for advection off. In fact, this can only be ensured at the
initial time when the location of the interface is explicitly known
and the values off at all other points of interest are accordingly
calculated. The values off at subsequent time instants are calcu-
lated by using Eq.s3d. Although the interface is still represented
by the reference value, the other values off as obtained out of
solution of the abovementioned equation might not be the corre-
sponding distances from the interface. In order to resolve this
situation, another scalar variable needs to be introduced and sub-
sequently solved. This variablescd must be physically constrained
to constitute a distance function having the same interface value
asf. In effect, a physically realistic and consistent solution forc
at the end of a discretized time step can be arrived at by obtaining
a pseudo steady state solution for the following transient transport
equation ofc st̄ being a pseudo-time variabled:

]c

]t̄
= Signscds1 − u ¹ cud s5d

whereu ¹ cu = Îscx
2 + cy

2d s6d

Equations5d is subjected to the following initial condition:

csx,0d = fsx,t + Dtd s7d
It is clear from Eq.s5d that the “pseudo steady state” solution of
the same satisfies Eq.s3d, and hence it can be interpreted as the
desired distance function. The initial value ofc effectively en-
sures that the interface value of the same is identical to the inter-
face value off. As a result, the pseudo steady state values ofc
are the values off at the time instantt+Dt.

2.2 Interpolation of Interface Properties and Formulation
for Mass Correction. It can be noted here that the success of
mass correction effected by Eq.s5d depends on the accuracy of
interpolation of physical properties such as density across the in-
terface and representation of the same in mass correction formula.
Classically, this has been mathematically postulated by calculating
a propertyj ssuch as density, viscosity etc.d within a control vol-
ume as

j = f1 − Hsfdgj1 + Hsfdj2 s8d

whereHsfd is the so-called Heaviside function. The exact value
of a property in a control volume, however, depends on the choice
of the Heaviside function. In the literature, to date, different ap-
proximations have been followed in this regard leading to various
forms of the Heaviside functionf6,8g. It can well be recognized
here that although different choices of Heaviside function satisfy
certain mathematical requirements for accommodating jump con-
ditions across an interface, they are, by no means, obtained from
any physical basis. Therefore, there is no guarantee that a mass
correction formula incorporating such a function would automati-
cally lead to the desired mass conservation, although mathemati-
cally they might all ensure asymptotic stability criteria. Accord-
ingly, in place of the Heaviside function, we propose to use the
concerned phase volume fractions as appropriate interpolating pa-
rameters. The basic idea of this proposition is based on the fact
that the mass within a control volume is proportional to the vol-
ume fraction and density. Therefore, the basic task here boils
down to correlate the volume fractionHV to the distance function
f. In the present work, this is systematically developed as fol-
lows. First, the volume fraction for a one-dimensional control vol-
ume is presented. This is followed by the formulation of the vol-
ume fraction for a two-dimensional control volume.

2.2.1 One-Dimensional Control Volume. Figure 1 illustrates
the one-dimensional geometry for a control volume whose size is
DX. Cartesian coordinates are used in this demonstration. For the
purpose of demonstration and without loss of generality, let us
consider a situation where phase 1 occupies thefa0 region and
phase 2 occupies thefs0 region. In Fig. 1,w ande represent the
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left swestd boundary, and rightseastd boundary of the control vol-
ume.P andI represent the central node of the control volume and
position of the interface, respectively. The fluid for which the
volume fraction is being sought fills up the space betweenI andw
and the distance betweenP and I is the distance functionf.

The equation for the one-dimensional volume fraction for Fig. 1
is given by

H = 0.5 +
f

DX
s9d

2.2.2 Two-Dimensional Control Volume. The control vol-
ume in a two-dimensional flow field has the length and breadth as
DX and DY, respectively. The volume fraction for such case is
dependent on the orientation of the interfacesthe interface is con-
sidered to be linear within the cellsd in the control volume. The
orientation can be of different type depending how the interface
intersects the control volume sides and accordingly the anglesud
between the vertical central line of the control volume and per-
pendicular from the center of the control volume to the interface
changes. There can be two major orientations, namely, when the
interface intersects adjacent sides and when it intersects opposite
sides. Each of these two orientations may again correspond to
different interface configurations, which need to be addressed
separately, and the resultant conclusions are to be combined to
develop a generalized formulation that is valid under all situa-
tions. This is achieved in the present study by detailed analysis of
the various possible cases, to be described as follows.

Case I (Refer to Fig. 2 for pertinent interfacial orientation). In
Fig. 2, the perpendicular fromO to A1A3 si.e., the interfaced or the
perpendicular distanceOAI is the level set value at the center of
the control volumesi.e., atOd and it is denoted byf. The angle
between the centerline of the control volumeOO1 and OAI is
denoted byu. In effect, the volume fractionHV needs to be pre-
scribed asHV= fsf ,ud. First, let us considerf.0, so that we
haveHV.0.5. Now, volume of the triangleA1A2A3= 1

2sB+CdE,
where,B=A2A0, C=A0A1, andE=A2A3.

Or, volume of the fluid=1
2sB+Cd2 tanu

Hence,HV=1.0−1
2sB+Cd2 tanu / sDXDYd

On further simplification, we obtain

HV = 1.0 −H1, where

H1 = asufud2 + bsufud + c s10d

In the above expression

a =
1

sin 2usDXDYd
, b = −

sDY cosu + DX sinud
sin 2usDXDYd

and

c =
sDY cosu + DX sinud2

4 sin 2usDXDYd

It also follows from the above that

or f = SDX

2
−

DY

2
tanu +

DY

2

1

sinu cosu

7 Î2s1.0 −HVdsDXDYd/tanuDsinu s10ad

Next, let us considerf,0, so that we haveHV,0.5. Here,

HV =
1

2
SDX

2
−

DY

2
tanu +

DY

2 sin u cosu
−

ufu
sinu

D2

tanu/sDXDYd

s11d

Now, following analogous inverse methods for reevaluation off
sas depicted forfs0 cased, we get

ufu = SDX

2
−

DY

2
tanu +

DY

2 sinu cosu
7 Î2HVsDXDYd/tanuDsinu

s12d

wheref=−ufu.

Case II (Refer to Fig. 3 for pertinent interfacial orientation).
First, let us considerfs0, so that,HVs0.5.

Here,
HV = 1.0 −1

2sB+ Cd2 cotu/sDXDYd
Substitution of various geometrical parameters in the above ex-

pression, as before, yields

HV = 1.0 −
1

2
SDY

2
−

DX

2
cotu +

DX

2 sinu cosu

−
f

cosu
D2

cotu/sDXDYd s13d

Now, following inverse methods for reevaluation off, we get
from Eq. s13d

Fig. 1 One-dimensional control volume with fluid interface at I

Fig. 2 Orientation of an interface cutting the adjacent sides of
the control volume, A1A2ªA2A3 and A1A2©DX/2, A2A3©DY/2

Fig. 3 Orientation of an interface cutting the adjacent sides of
the control volume, A1A2ªA2A3 and A1A2©DX/2, A2A3©DY/2
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f = cosuSDY

2
−

DX

2
cotu +

DX

2 sinu cosu

7 Î2s1.0 −HVdDXDY/cotuD s14d

Next, let us considerfa0, so thatHVa0.5. Here,

HV =
cotu

2
SDY

2
−

DX

2
cotu +

DX

2 sinu cosu
−

ufu
cosu

D2

/sDXDYd

s15d

Now, following analogous inverse methods for reevaluation off,
we get from Eq.s15d

ufu = SDY

2
−

DX

2
cotu +

DX

2 sinu cosu
7 Î2HVDXDY/cotuDcosu

s16d

andf=−ufu

Case III (Refer to Fig. 4 for pertinent interfacial orientation).
When,fs0, HVs0.5, we have, for this case

HV = 1.0 −
1

2
sB + C + Dd2 tanu/sDXDYd

Proceeding in a similar manner as outlined before, for the present
case it follows that

HV = 1.0 −
1

2
SDX

2
+

DY

2 tanu
−

f

cosu tanu
D2

tanu/sDXDYd

s17d

Now, following analogous inverse methods for reevaluation off
as before, we get from Eq.s17d

f = sinuSDX

2
+

DY

2 tanu
7 Î2s1 − HdDXDY/tanuD

Next, let us considerfa0, HVa0.5. Here,

HV =
1

2
SDX

2
+

DY

2 tanu
−

ufu
cosu tanu

D2

tanu/sDXDYd s18d

The inverse methods for reevaluation off, as applied to Eq.s18d,
yield

ufu = sinuSDX

2
+

DY

2 tanu
7 Î2HVDXDY/tanuD s19d

i.e., f=−ufu.

Case IV (Refer to Fig. 5 for pertinent interfacial orientation).
First, let us considerfs0, i.e.,Hs0.5. For this case, we get

HV = 1.0 −
1

2
SDY

2
+

DX

2 cotu
−

f

sinu cotu
D2

cot u/sDXDYd

s20d

Now, applying inverse method for reevaluation off on Eq.s20d
we get

f = cosuSDY

2
+

DX

2 cotu
7 Î2s1 − HVdDXDY/cotuD

Next, let us consider the case withfa0, i.e.,HVa0.5.
Necessary evaluation of pertinent geometrical parameters, for

this case, reveals

HV =
1

2
SDY

2
+

DX

2 cotu
−

ufu
sinu cotu

D2

cotu/sDXDYd s21d

Also, applying the inverse method for reevaluation off, we get

ufu = cosuSDY

2
+

DX

2 cotu
7 Î2HDXDY/cotuD s22d

and,f=−ufu.

Case V (Refer to Fig. 6 for pertinent interfacial orientation).
From Fig. 6 it can be observed that Case V is identical with Case
III, so far as formulation of the Heaviside function is concerned.

Case VI (Refer to Fig. 7 for pertinent interfacial orientation).
This case, as apparent from Fig. 7, is identical with case IV, and
the same Heaviside functions hold good here.

Fig. 4 Orientation of an interface cutting the adjacent sides of
the control volume, A1A2ªA2A3 and A1A2ªDX/2, A2A3©DY/2

Fig. 5 Orientation of an interface cutting the adjacent sides of
the control volume, A1A2ªA2A3 and A1A2©DX/2, A2A3ªDY/2

Fig. 6 Orientation of an interface cutting the adjacent sides of
the control volume, A1A2ªA2A3 and A1A2ªDX/2, A2A3ªDY/2
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Case VII (Refer to Fig. 8 for pertinent interfacial orientation).
For this case, first let us considerus0, so that,HVs0. Carrying
out the necessary steps, it follows that

HV =
1

2
+

f

sinuDX
s23d

For the situation of interface cutting vertically opposite sides, we
may refer to Fig. 9, and analogous calculations reveal that

HV =
1

2
+

f

DY cosu
s24d

2.3 Mass Correction.As already mentioned, solution of Eqs.
s3d and s5d does not guarantee the satisfaction of conservation of
mass. To account the mass loss or gain out of numerical artifacts
in interface representation, a new methodology is introduced here.
In this situation, a mass correction termsMcord needs to be formu-
lated that enforces satisfaction of conservation of mass to the limit
of computational precision desired. For the purpose of this discus-
sion, let the reference phase be the phase withfù0 andr=r2.
The total mass of this phase of the fluid is

M = o r2sHVdDXDY s25d

In the case of mass imbalance, there are two possible cases. These
are:

sid mass loss, in which case addition of masssMcor.0d will
ensure mass conservation, and

sii d mass surplus, in which case removal of masssMcor,0d
will lead to mass conservation. ThereforeMcor can be
written as

Mcor = MO − MC = o r2HVODXDY − o r2HVCDXDY

s26d

whereMO, MC andHVO, HVC are mass and volume fraction func-
tion at time, t=0 and t= t+Dt respectively. It can be noted here
that since the functionHV is now physically derived from basic
considerations of volume fraction, the mass correction formula
represented by Eq.s26d is a physically consistent measure of the
satisfaction of mass conservation for constituent phases present in
the domain. The concerned mass correction procedure can be
broadly outlined as follows:

s1d First, the control volumes containing the interface are iden-
tified. Let the number of such control volumes be N;

s2d The volume fractions at the above control volumes are cal-
culated by the appropriate expressions;

s3d Current instantaneous masssminsd of each such control vol-
umes and total current masssM insd of all N such control
volumes are calculated using Eq. (25), and the mass cor-
rection sMcord is obtained;

s4d A fraction of the correction masss=mins/McorM insd propor-
tional to its current instantaneous mass is added or de-
ducted to each such control volume depending on whether
Mcor is positive or negative, respectively;

s5d The volume fractions are re-calculated with the new mass
(old mass+distributed or deducted mass); and

s6d From the updated volume fraction, the corrected distance
function is reevaluated by inverse method.

It can be noted here that in this entire mass correction proce-
dure the interface geometry is modeled by piecewise line seg-
ments, which is first order accuratefi.e., OsDXdg, intercepting
some of the computational control volumes. However, while re-
distributing the deficit mass or subtracting the excess mass for
implementation of the mass correction formulation, position of the
interface may change. In that respect, the mass balancescorrec-
tiond may have to be distributed to the more than one adjacent
control volumes, depending on the respective interface conditions
after redistribution of the excess or less mass. This is because,
while adding or subtracting the mass, the new volume fraction
may become more than unity or less than zero, which is physically
unrealistic, and this issue needs to be addressed with care. For
example, in Fig. 10sad, the “dashed line” indicates the position of

Fig. 9 Interface cutting vertical opposite sides

Fig. 10 „a… Change of interface within control volume. „b…
Change of interface to the next control volume. „c… Change of
interface adjacent control volumes

Fig. 7 Orientation of an interface cutting the adjacent sides of
the control volume, A1A2ªA2A3 and A1A2ªDX/2, A2A3ªDY/2

Fig. 8 Interface cutting opposite horizontal sides
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interface without mass correction, while the continuous thick line
represents the corrected interface. Similar adjustments need to be
made in other cases as well.

2.4 Overall Solution Procedure. The solution procedure
adopted for the coupled equations consistent with the present for-
mulation can be summarized as follows:

s1d specify the location of the interface(s) at time t=0;
s2d calculate the normal distance for all nodes from the inter-

face;
s3d specify the properties at all nodes using Eq. (8);
s4d solve the continuity and momentum conservation equations

[given by Eqs. (1) and (2)] at t= t+Dt;
s5d solve forf [Eq. (3)] using the velocities obtained in step 4;
s6d solve for the pseudo steady statec [Eq. (5)] using the

values off from step 5 as the initial values;
s7d setfsx ,t+Dtd=csxd; and
s8d Repeat steps 3–7 for all time steps.

It can be noted here that the governing differential equations,
coupled with appropriate boundary conditions, are solved using a
pressure based finite volume method, as per the SIMPLER algo-
rithm f16g. Convection-diffusion terms in the conservation equa-
tions are discretized using the power lawf16g scheme.

3 Results and Discussions

3.1 Comparisons of Heaviside Function and Volume Frac-
tion Function. In order to mathematically compare the Heaviside
function and the corresponding volume fraction developed in the
present study, they are plotted against the normalized distance
functions for various cases investigated, as shown in Figs. 11–14.
In constructing all of the figures, the following parameters are
considered:h=0.001,DX=DY=h. It is apparent from Fig. 11sbd
that even with the same interface width, the two functions are not
matching each other, for the one-dimensional case. However, an

excellent agreement of these two functions for the same interface
width can be obtained for the two-dimensional cases, as apparent
from Figs. 12sbd, 13sbd, and 14sbd. A strong dependence of the
above two functions on interface width is also very clear from
Figs. 12sad, 13sad, and 14sad.

Fig. 11 „a… Distribution of Heaviside function and volume frac-
tion function for one-dimensional case. Interface width is taken
as 2.5 h for Heaviside function and h for volume fraction func-
tion. „b… Distribution of Heaviside function and volume fraction
function for one-dimensional case. Interface width is taken as h
for both Heaviside function and volume fraction function.

Fig. 12 „a… Distribution of Heaviside function and volume fraction function
for two-dimensional case with u=30°. Interface width is taken as 2.5 h for
Heaviside function and h for volume fraction function. „b… Distribution of
Heaviside function and volume fraction function for two-dimensional case
with u=30°. Interface width is taken as h for both Heaviside function and
volume fraction function.
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3.2 Model Validation and Representative Case Studies.In
order to validate the mathematical model developed here, results
from the present method are compared with reported experimental
data on collapsing water column by Martin and Moycef17g and
Koshizhuka et al.f18g. Figure 15 shows the dimensions and fea-
tures of the experimentation. In Fig. 16, the nondimensional
height of the collapsing water column is plotted with respect to
the nondimensional time. The numerical solutions are carried out
using 41322 and 82344 grids. Although att=2 the experimental
column height began to decrease slightly faster, it is observed that

the present results are matching very well with the experimental
results. Furthermore, a comparison of the leading edge of the wa-
ter column is carried out between the present method and the
results from Koshizuka et al.f18g. In Fig. 17, the nondimensional
leading edge of the collapsing water column is plotted against the
nondimensional time. Again, the comparison of both numerical
and experimental results is found to be quite satisfactory. Addi-
tionally, in order to study of the effects of variable density ratio,
the collapsing water column is studied for different combinations
of fluids with density ratios of 10:1, 100:1 and 1000:1. From the
numerical results presented in Fig. 18, it can be seen that the fluid
systems with higher density ratios collapse at a somewhat faster
rate. This is quite consistent with the physical intuition, since a
lower-density secondary fluid should have a slower free fall than a
heavier fluid under the same conditions.

In our next numerical experiment, we have computed merging

Fig. 13 „a… Distribution of Heaviside function and volume frac-
tion function for two-dimensional case with u=45°. Interface
width is taken as 2.5 h for Heaviside function and h for volume
fraction function. „b… Distribution of Heaviside function and vol-
ume fraction function for two-dimensional case with u=45°. In-
terface width is taken as h for both Heaviside function and vol-
ume fraction function.

Fig. 14 „a… Distribution of Heaviside function and volume frac-
tion function for two-dimensional case with u=60°. Interface
width is taken as 2.5 h for Heaviside function and h for volume
fraction function. „b… Distribution of Heaviside function and vol-
ume fraction function for two-dimensional case with u=60°. In-
terface width is taken as h for both Heaviside function and vol-
ume fraction function.

Fig. 16 Height of the collapsing water column, h
=instantaneous height, initial height=2a

Fig. 15 Experimental arrangement for studying collapsing of
water column

Fig. 17 Position of leading edge of the collapsing water col-
umn, z=instantaneous leading edge position
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of two fluid bubbles with the same density under the influence of
gravity. The fluid is at rest initially. Viscosity of the fluid inside
the two bubbles is equal tom=0.00025 and that of outside fluid is
m=0.0005. The radius of lower bubble is 0.10 units and it is
placed ats0.5,0.35d of a rectangular domain of 1.031.0 unit di-
mension. The radius of the upper bubble is 0.15 units and it is
placed ats0.5,0.65d of the same geometry. The density of the
bubbles is 1.0 and that of the background is 10. The grid size is
2563256. We have also checked a few results with 5123512
grid size, and have found no perceptible changes in results in
comparison to those obtained by using 2563256 grids. Since the
bubbles are lighter than the background fluid, the bubbles will
eventually rise with time, and the different configurations at dif-
ferent times are shown in the Fig. 19. Literally, the same numeri-
cal experiment has been conducted by Chang et al.f6g, and the
present results have matched excellently with their solutions,
which establishes the validity of present method. Further, we have
also executed a convergence study for a single rising bubble, by
employing exactly the same set of problem data as that reported in
Sussman et al.f5g. The comparison is depicted in Fig. 20, which
depicts a reasonable good agreement. The bubble radius for this
problem is 2.5 length units, density of the bubble is 1.0 units, and
that of the background is 1000 units. The viscosity of the bubble is
0.000 25 units and that of the background is 0.0005 units.

As another case study to test the proposed methodology, we
simulate the evolution of a sphericalscircular in two dimensionsd
bubble in a bulk flow field. Fluid entrapped in the bubble and the

outer fluid are taken to be of the same densitys1 kg/m3d, whereas
their viscosities are assumed to be differents0.1 kg/m s for the
bulk fluid and 0.001 kg/m s for the bubbled. The flow domain is
assumed to be rectangular in natureslength=2.5 m, width=1 md,
with the inletsleft boundaryd velocity distribution being subjected
to a shear flowsinlet velocity varying linearly from 0 to 1.0 as one
moves from bottom to the topd. Top and bottom boundaries are
taken to be rigid walls while the right boundary is assumed to act
as an outlet for the bulk flow. Initial circular shape of the bubble
becomes deformed and is displaced with the evolution of the flow.
Some of the intermediate transients are depicted in Fig. 21. It can
be noted here that the deformation of the bubble, as applicable in
such a situation, can be quantified with the formation of Cox angle
f19g, which can be very nicely captured by the present method. It
can be observed here that as the “originally circular” bubble con-
fronts an imposed shear flow, it experiences a “lift” forcessimilar
to that of an airplane wing perpendicular to the velocity of sheard,
and thereby, the stable configurationswith minimum surface en-
ergyd is disturbed. The resultant shape and configuration of the
bubble is a combined consequence of this lift force, the net buoy-
ancy force, and the drag forces acting on it. In the simulation
results presented here, the bubble is neutrally buoyant with the
flow, and therefore, the lift and drag forces are the fundamental
factors influencing the bubble evolution. It is also important to
note here that such physical situations can be potential sources of
mass imbalance in a numerical scheme, predominantly because of
the variable nonzero orientation angle subtended by the bubble
with the respective coordinate directions. As a check of the rigor-
ousness of the mass correction approach proposed here, we have
numerically calculated mass of the system as a function of time
during the flow transients, as well. It has been observed that mass

Fig. 18 Effects of density ratio on the collapsing water column height

Fig. 19 Two bubbles of same density rising up. Density ratio
between the bubbles and the background is 1:10, grid size is
256Ã256, viscosity of the bubbles is 0.000 25 units and that of
the background is 0.0005 units, t1=0 s, t2=0.1 s, t3=0.18 s, t4
=0.24 s, t5=0.28 s, t6=0.32 s.

Fig. 20 Position versus time curve corresponding problem
data reported in Sussman et al. †5‡. The continuous and dotted
lines correspond to results obtained using the present method,
by employing a 72 Ã72 and 36 Ã36 square grid, respectively,
while the square marks represent numerical results reported in
Sussman et al. †5‡.
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conservation requirements are excellently satisfied over the entire
time domain of simulation, up to a machine precision of 10−16.

4 Conclusions
A new physically based volume fraction level set approach is

developed and established, as an alternative to the Heaviside func-
tion based mathematical formulation classically employed for
property evaluation and mass correction enforcement in a multi-
phase flow situation. Expressions for volume fraction function for
each pertinent computational cell are established using concepts
of computational geometry, and with an inverse analysis the same
is correlated with the level setsdistanced function. This ensures
that physical characteristics of each phase are directly represented
in terms of their respective quantitative presence in the respective
control volumes, leading to physically consistent evaluation of
interfacial properties and a robust implementation of the mass
conservation requirements. Like all other mass preserving meth-
odologies, the present method also possesses some limitations,
especially in the sense that it corrects the mass globally and there
is a probability of ill distribution of masses in certain cases. How-
ever, the method is physically simple and understandable, compu-
tationally cheap and fast. Future research, therefore, needs to be
directed towards further improvement of this method, especially
in an effort to derive a more appropriate local mass redistribution
strategy, without sacrificing the underlying physical basis.

Nomenclature
f 5 levelset function, m
u 5 angle between the vertical central line of a control vol-

ume and normal direction of the interface in,radian
« 5 half thickness of the interface as assumed in relation

with Heaviside function, m
j 5 fluid properties such as density, viscosity, etc.
c 5 dummy variable of level-set function, m
d 5 Dirac delta function
l 5 Cox angle,radian
s 5 surface tension coefficient, N/m
r 5 density of the fluid, kg/m3

m 5 viscosity of the fluid, N s/m2

k 5 curvature, m−1

Def 5 deformation parameter
H 5 Heaviside function

HV 5 volume fraction
uj 5 velocity, m/s
p 5 pressure, N/m2

Pe 5 Peclet number
DX 5 width of the control volume along theX axis, m
DY 5 width of the control volume along theY axis, m

N 5 number of control volumes containing the interface
g 5 acceleration due to gravity, m/s2

MC 5 corrected mass, kg
MO 5 original mass, kg
M 5 instantaneous mass, kg

HVO5 original volume fraction
HCO5 corrected volume fraction
LB 5 length of the deformed bubble, m
BB 5 width of the deformed bubble, m

t 5 time, s
Dt 5 small time step, s
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Population Balance Modeling of
Turbulent Mixing for Miscible
Fluids
Blending one fluid into another by turbulent mixing is a fundamental operation in fluids
engineering. Here we propose that population balance modeling of fragmentation-
coalescence simulates the size distribution of dispersed fluid elements in turbulent mix-
ing. The interfacial area between dispersed and bulk fluids controls the transfer of a
scalar molecular property, for example, mass or heat, from the dispersed fluid elements.
This interfacial area/volume ratio is proportional to a negative moment of the time-
dependent size distribution. The mass transfer coefficient, in the form of a Damkohler
number, is the single geometry- and state-dependent parameter that allows comparison
with experimental data. The model results, easily realized by simple computations, are
evaluated for batch and flow vessels.fDOI: 10.1115/1.1899174g

Keywords: Mixing, Diffusion, Dispersion, Mathematical, Modeling, Turbulence,
Blending

1 Introduction
Mixing is an essential unit operation in chemical processes, and

also a challenging problem in fluids engineering science. Laminar
and turbulent mixing, involving fluid mechanics and either mass
transfer sconcentration blendingd or heat transferstemperature
blendingd, has been the subject of scores of empirical and model-
ing studiesf1g. The difficulty lies in describing how the tracer-
containing fluid is dispersed into the bulk fluid, and how tracer
diffuses from the dispersed fluid to the bulkf2,3g. The wide-
ranging literature on mixing of miscible turbulent fluids has been
extensively reviewedf1g. Joshi and Renadef4g appraised the ex-
pectations, but also the problems, of applying computational fluid
dynamics for designing process equipment. Ottino et al.f5g as-
sessed the literature on laminar mixing.

Brodkey’sf2g explanation of mixing clearly outlined the impor-
tant issues, including Danckwerts’sf6g seminal proposals. Mixing
in fluids is characterized by two interdependent processes:s1d
dispersion of fluid elements, measured by a scale of segregation,
ands2d molecular diffusion, measured by intensity of segregation.
This division corresponds roughly with the concepts of macromix-
ing, due to bulk fluid motion, and micromixing, due to local tur-
bulence and diffusion. The discrepancy becomes important in
modeling mixing processes. Dispersion, which can occur even if
molecular diffusion is negligible, enhances mixing by providing
an increased area for diffusionf2g. Turbulent eddies are much
larger than molecular dimensions, and homogeneity cannot be at-
tained in the absence of molecular diffusionf2g. According to this
conception, turbulence and diffusion should be treated separately,
rather than as a single micromixing process.

The present investigation of miscible-fluid mixing is based on
our recent proposalf7,8g to describe dispersive turbulent reactive
mixing in liquids by population balance modeling of concurrent
breakage coalescence of the dispersed fluid. The work combined
chemical kinetics and hydrodynamics so that dispersed reactants
interact with the bulk fluid at evolving fluid-element interfaces.
For the batch reactor the dispersed fluid elements are fragmented
in a cascade of increasingly smaller sizes and larger interfacial
areaf9g. The reversible fragmentation coalescence was described

by a population dynamics equation with an exact self-similar so-
lution for the size distribution as a function of time. The similarity
solutionf10,11g was also used to investigate two-phase mixing of
a tracerf8,12g. Two types of competitive reaction kinetics incor-
porating a diffusion-limited fast reaction were shown to satisfy
nonlinear differential equations written in terms of moments of the
time-dependent dispersed-fluid size distribution. Applying a com-
pressed time variable to transform to a simple system of differen-
tial equations readily solved the nonlinear equations. The straight-
forward solutions displayed realistic effects of dispersed fluid
volume fraction, rate parameters, and initial concentrations. Final
fractional conversions, occurring when the limiting reactant is de-
pleted, are functions of the molecular diffusivity through a
Damkohler number, volume fraction of dispersed reactant, and
scaled initial conditions. Our present objective is to apply this
approach in the absence of chemical reaction to turbulent blending
operations.

A central quantity in mixing is the mixing time, defined as the
time required to achieve a given degree of mixing when a tracer is
dispersed into a bulk fluid. We can define the degree of mixing at
time t for the tracer in terms of the initial concentrationsc0d in the
dispersed fluid and the perfectly mixed concentrationsc`d

Emstd = fc0 − cstdg/fc0 − c`g s1.1d

wherecstd is the concentration of the tracer in the dispersed fluid
at time t. For example,Emstmd=0.95 is typically chosen to define
the mixing timef13g, tm.

Generalized micromixing models for unsteady state flow reac-
tors have been developed using population balance equationsf14g.
Our model departs from other mixing models by employing a
population balance approach to characterize the fluid eddy size
distribution. For the batch mixer, this allows compressing the time
variable with a moment relationship representing the interfacial
area of fluid eddies. Then the governing equations for mixing are
transformed into standard well-stirred flow-reactor form. We pro-
pose a general approach for either laminar or turbulent systems
whereby the dispersed fluid element area per volume,astd, enters
into the mass balance. In laminar mixing very long striations are
created by smooth stretchingf5,15,16g, whereas in fluctuating tur-
bulent flow the fluid elements are fragmented and mergedscoa-
lescedd. According to this view, mixing is effected by increasing
the contact area between the dispersed and bulk fluid, allowing
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diffusion to occur between them. Obviously if regions of charac-
teristic sized in the fluid remain undispersed, then the mixing
time will scale asd2/DM, whereDM is the molecular diffusivity.
Once the interfacial area as a function of time is determined,
molecular diffusion from the dispersed fluid into the bulk can be
formulated. We attempt to develop these ideas in a straightforward
and computationally efficient manner. The result is an approach
that embodies the essential ideas of mixing in an unexpectedly
simple manner, yet captures the important behavior previously
described only by empirical methods. The central concepts are
population balance modeling and mass transfer. The model is
readily converted to heat transfer and the blending of fluids of
different temperature.

2 Population Balance Modeling
We have previously reported that fluid elementsPsxd undergo-

ing shearing and merging during turbulent stirring processes can
be described quantitatively by population balance modeling. We
consider that fragmentation and coalescence are uncorrelated, and
that the simultaneous binary processes can be represented as

Psxd �
kasx8,x−x8d

kbsxd

Psx8d + Psx − x8d s2.1d

where kbsxd and kasx8 ,x−x8d represent the rate coefficients for
fragmentationsbreakaged and coalescencesaggregationd, respec-
tively. The number of dispersed fluid elements at timet in the
mass rangesx,x+dxd is the distributionpsx,tddx, and the mass of
such elements isxpsx,tddx. Moments can be defined as

psndstd =E
0

`

psx,tdxndx s2.2d

such that the number of fluid elements isps0dstd, and their average
mass ispavgstd=ps1d /ps0d.

The population balance equationsPBEd for Eq. s2.1d is first
order for breakage and second order for aggregationf17g

]psx,td/]t = − kbsxdpsx,td + 2E
x

`

kbsx8dpsx8,tdVsx,x8ddx8

− 2psx,tdE
0

`

kasx,x8dpsx8,tddx8

+E
0

x

kasx8,x − x8dpsx8,tdpsx − x8,tddx8 s2.3d

The initial distribution ispsx,t=0d=p0sxd, which by Eq.s2.2d has
moments,p0

snd. The PBE 2.3 reduces to pure fragmentation or pure
aggregation, respectively, whenka or kb is zero. The stoichio-
metric kernel,Vsx,x8d, gives the product mass distribution for the
binary fission and satisfies symmetry and normalization condi-
tions f18g. A general breakage kernel has been proposedf18g that
can represent the entire range of product distributions from ran-
dom to midpoint fragmentation, respectively, 1/x8 schosen hered
anddsx−x8 /2d. For a well-stirred fluid the aggregation rate coef-
ficient should be relatively independent of the masses of the coa-
lescing eddies, thus, in the present work we letkasx8 ,x−x8d=ka, a
constant. More general rate coefficients can be handled by solving
Eq. s2.3d numerically. An analytical similarity solutionf10,11g is
found when the fragmentation rate coefficient,kbsxd, is propor-
tional to x. Other expressions for fragmentation and coalescence
rate coefficient expressions require numerical solutions to the
PBE. We define a reference breakage rate coefficient for elements
of massp0

avg=p0
s1d /p0

s0d, such thatkbo=kbsx=p0
avgd and scale the

distributions with the initial conditions,p0
s0d andp0

avg.

We have previously expressed the solution to the PBE for Eq.
s2.1d as dimensionless variables and parametersssee Nomencla-
tured. The initial distribution withPavgsu=0d=pavgst=0d /p0

avg=1,
containing a given concentration of tracer solution, evolves to the
exact self-similar exponential solutionf8,17g in terms of the av-
erage element mass,Pavgsud,

Psj,ud = fPavgsudg−2expf− j/Pavgsudg s2.4d
whose moments are simply

Psndsud = sPavgdn−1Gsn + 1d s2.5d

The similarity variablej /Pavgsud in Eq. s2.4d combines scaled
massj and timeu. The time dependence is thus governed by
Pavgsud, which satisfies the differential equation

dPavg/du = − sPavgd2 + g s2.6d

with unity as initial condition. The parameterg represents the
relative rates of coalescence and fragmentation. Increasing or de-
creasingg shows how coalescence or fragmentation of fluid ed-
dies affects the processes. The solution to Eq.s2.6d is f10,17g,

Pavgsud = g1/2 tanhfug1/2 + tanh−1sg−1/2dg s2.7d

For g,1, the quantityPavgsud decreases with time at a rate de-
pending on the parameterg, the ratio of rate coefficients for coa-
lescence and fragmentation, which in turn decreases with in-
creased turbulence. The asymptotic values for small and large
values of time are clearly shown in Fig. 1, a log-log plot ofPavg

versusu. Figure 1 shows that the average eddy size at equilibrium
decreases asg decreases. Whenu!g−1/2 tanh−1sg−1/2d in Eq.
s2.7d, we havePavg,1, whereas for large time, tanh,1 and
Pavg,g1/2. For smallg, fragmentation dominates coalescence and
the intermediate asymptotic time dependencef19g is

Pavgsud , 1/s1 + ud s2.7ad

3 Mixing in Stirred Vessels
In either laminar or turbulent flow, mixing is facilitated if the

dispersed fluid elements increase their interfacial area in contact
with the bulk fluid, thus allowing diffusion of the tracer into the
adjoining bulk fluid. For generality we formulate the mixing equa-
tions for a continuous-flow stirred vessel, and thus include the
case of tracer entering the vessel during a finite time. We define
the average residence time as the ratio of the vessel volume to the
volume flow rate,tr =V/Q. The mass balance equations for the
dispersed fluid concentration,cstd, and the bulk fluid concentra-
tion, cbstd, that incorporate mass transfer at the dispersed fluid
interface can be written as

adc/dt =cin/tr − kMa astdfcstd − cbstdg s3.1d

Fig. 1 Variation of Pavg
„u… with time u for g=10−4,10−3,10−2, 0.1,

0.5 and 1 on a log-log plot showing the asymptotes, g1/2, at
large time u and the asymptotic behavior, „1+u…−1, for small and
intermediate time
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s1 − addcb/dt = − s1 − adcbstd/tr + kMa astdfcstd − cbstdg
s3.2d

which reduce to the batch case if 1 /tr =0. For consistency, because
Eqs.s2.3d–s2.7d are for batch dispersal, we formulate Eq.s3.1d so
that no dispersed fluid exits the vessel. Initial conditions arecst
=0d=c0 andcbst=0d=cb0, wherecb0=0 if the bulk fluid is initially
free of tracer. The mass transfer coefficientkM =DM /d is related to
the molecular diffusivityDM and the diffusion distanced. It is
clear that interfacial mass transfer is determined by this diffusion
distance and by the interfacial area,astd, both representing com-
plex physical processes. The appearance of a mass transfer or
diffusion coefficient is to be expected, as a Damkohler number is
essential to interpreting mixing behavior. For heat transfer, one
substitutes a relative temperature for concentration and a heat
transfer coefficient forkM.

In a recent study of competitive reactions during turbulent mix-
ing, Madras and McCoyf7g showed how to formulateastd in
terms of the dispersed fluid volume per vessel volume,a. For
spherical elements of massx and radiusr, the ratio of area to
volume is 3/r =3s3x/4prd−1/3=g x−1/3, where g=s36prd1/3 and
the dispersed-fluid area per vessel volume for elements in the
rangesx,x+dxd is agx−1/3psx,tddx. When integrated over allx,
the total area/volume ratio is

astd = gpsndstd s3.3d

in terms of the negative fractional momentsn,0d, defined by Eq.
s2.2d, and wheren=−1/3 for spherical elements. Because the fluid
elements are not spherical for turbulent mixing, the coefficients of
xn have other forms. For example, for fragmentation occurring by
stretching cylindrical fluid elements of radiusrstd and then sever-
ing them into two random segments of area/volume=2/r, the cyl-
inder mass in terms of its lengthz is x=p r2zr, from which 2/r
=gx−1/2, whereg=spzrd1/2. If fragmentation occurs by stretching
flat slabs and then cutting them into two, and if the ribbon-like
sheets, or striations, are thin with thicknessy and surface 2S, then
edge areas can be neglected and the element area per element
volume is 2/y. In terms of the element massx=Syr, we have
2/y=g/x with g=2Sr. In this case the moment withn=−1 in Eq.
s2.2d diverges, but we can compute the moment forn arbitrarily
close to −1. Thus,n=−1/3,−1/2, and −1 for thespherical, cylin-
drical, and sheet geometries, respectively, representastd in Eq.
s3.3d, and govern mass transfer in the mixing system. As the nega-
tive moments increase strongly when fragmentation dominates the
mixing processf8g, the results are quite sensitive ton. The vortex
structure of eddies in turbulent motion suggests a value ofn be-
tween −1/2 and −1, and for most of the illustrative computations
herein, −2/3 is chosen.

The mass balance equations can be cast in dimensionless form
ssee Nomenclatured

adC/du = Cin/ur − kMa PsndsudfCsud − Cbsudg s3.4d

s1 − addCb/du = − s1 − adCbsud/ur + kMa PsndsudfCsud − Cbsudg
s3.5d

where

kMastd = kMPsndsud s3.6d

As indicated by the definition,kM is based on the ratio of the mass
transfer coefficientskMd to the fragmentation coefficientskbod, and
thus can be termed a Damkohler number. With the asymptotic
expression, Eq.s2.7ad, the mass transfer term is written simply as

kMastd < kMGs1 + nds1 + ud1−n s3.6ad

For thebatch mixersur →`d, the ordinary differential Eq.s3.4d
and s3.5d are homogeneous. The solutions are considerably sim-
plified if we define a dimensionless time variable

dt = Psndsuddu s3.7d
such that

tsud =E
0

u

Psndsuddu = Gs1 + ndE
0

u

fPavgsudgn−1du s3.8d

when Eq.s2.5d is substituted. Replacingu with t in Eqs.s3.4d and
s3.5d yields the equations for a well-mixed flow vessel

adC/dt = − a kMfCstd − Cbstdg s3.9d

s1 − addCb/dt = a kMfCstd − Cbstdg s3.10d
These simplified equations can be solved analytically. Batch
blending of a tracer into a bulk fluid thus has the solution

Cstd = 1 + s1 − adsCb0 − 1dh1 − expf− t kM/s1 − adgj
s3.11d

and for initially tracer-free bulk fluidsCb0=0d,

Cstd = a + s1 − adexpf− t kM/s1 − adg s3.11ad
with

Cbstd = ah1 − expf− t kM/s1 − adgj s3.11bd
This is an advantage of the present approach to turbulent mixing:
by resolving the problem into dispersion and diffusive transfer, we
are able to convert a complex process into equations that are fa-
miliar in chemical reaction engineering. The assumptions that al-
low this simplification ares1d uncorrelated eddy distributions de-
scribe binary fragmentation and coalescence,s2d immiscible
continuous and dispersed phases are well mixed in the vessel,s3d
concentrations in the continuous and dispersed phases are uni-
form.

The integrals3.8d is also related to the intensity of segregation,
which can be definedf2g for a stirred vessel as

Issud = fCsud − C`g2/f1 − C`g2 = fsCsud − ad/s1 − adg2

s3.12d

where for perfect mixing,C`=a. Substituting Eq.s3.11d into Eq.
s3.12d and rearranging yields

Issud = expf− 2 kMtsud/s1 − adg s3.13d

The exponential decrease with time and diffusitivity agrees gen-
erally with earlier resultsf2g. As explained by Brodkeyf2g, Beek
and Miller f20g relatedIs to the energy spectrumEsk,ud, which
decays exponentially with time

Issud = s1 − ad−2E
0

`

Esk,uddk s3.14d

According to Brodkeyf2g, Is is a function only of the Reynolds
number, which defines the turbulent field, and the Schmidt num-
ber, which defines the relative rate of molecular diffusion. In Eq.
s3.13d the productkMt depends on the Reynolds and Schmidt
numbers. The degree of mixing at timet for the batch is simply
related to the intensity of segregation,Emstd=1−Isstd1/2.

An expression for the degree of mixing follows by substituting
Cstd from Eq. s3.11ad into Eq. s1.1d

Emsud = 1 − expf− kMt/s1 − adg s3.15d

This has the proper limits,Emsu=0d=0 andEmsu→`d=1. Sig-
nificantly, Em exponentiallyapproaches complete mixing as mix-
ing time increasesf13g, a well-known result in blending technol-
ogy. The mixing time realistically decreases as the mass transfer
coefficient and hence the molecular diffusivity increases. Accord-
ing to Eq.s3.15d, we can compute the timeu for given Em anda
if we have a relationship forkM and forPavgsud.

The integral of Eq.s3.8d can be evaluated analytically when Eq.
s2.7d is substituted forPavgsud
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tsud = g−1Gsndf− 2F1s1,n/2,1 +n/2,1/gd

+ fPavgsudgn
2F1s1,n/2,1 +n/2,Pavgsud2/gdg s3.16d

The tabulated hypergeometric function has the series representa-
tion f21g

2F1sa,b;c;dd = o
k=0

`

sadksbdkd
k/fscdkk ! g s3.16ad

where the Pochhammer symbol is defined assadk=Gsa+kd /Gsad.
Alternatively, a straightforward numerical integration can be used
to evaluate Eq.s3.8d for the stretched timet.

The integral of Eq. s3.8d is readily evaluated when the
asymptotic behavior, Eq.s2.7ad, is substituted forPavgsud

tsud = fs1 + ud2−n − 1gGs1 + nd/s2 − nd s3.17d

For long timessu@1d

tsud < u2−nGs1 + nd/s2 − nd s3.17ad

For realistic negative values, −1,nø−1/2,t varies withu to a
power between 5/2 and 3. According to Eq.s3.8d the direct ex-
ponential dependence used in previous workf1g is obtained when
n=1 so thattsud=u.

One can plotu versust with g as a parameter, so that for
known values ofEm andkM on the right-hand side of Eq.s3.16d,
one has a value fort and can readu on the vertical axis. We can
also relatet andu by differentiating Eq.s3.16d

dt/du = Gs1 + ndfPavgsudgn−1 s3.18d
which shows that the slope of the mixing-time curve is propor-
tional to a power of the scaled average eddy size. According to the
asymptotic limits discussed following Eq.s2.7d, the short- and
long-time asymptotes of the slope,dt /du, are Gs1+nd and Gs1
+ndgsn−1d/2, respectively. For smallg, Eq. s2.7ad can be substi-
tuted forPavgsud in Eq. s3.18d.

For the case of steady injection of a tracer into a stirred vessel
of constant volume the vessel has a constant volume of liquid
when the injection rate equals the outflow rate. If the exit stream
contains only bulk fluidsthe same condition required for the simi-
larity solution to the PBE for dispersed fluidd, then for the
continuous-flow stirred tank mixer, Eqs.s3.4d and s3.5d become

asuddC/du = Cin/ur − kMasudGs1 + ndfPavgsudgn−1fCsud − Cbsudg
s3.19d

and

f1 − asudgdCb/du = − f1 − asudgCbsud/ur + kMasudGs1 + nd

3fPavgsudgn−1fCsud − Cbsudg s3.20d

where the volume fractiona of dispersed fluid now varies with
time. For a constant injection rate, we havea=Qt/V= t / tr =u /ur,
which is substituted into Eqs.s3.19d and s3.20d. Although the
substitutions3.8d is not helpful here because of the nonhomoge-
neous termCin /ur, the two nonlinear differential Eqs.s3.19d and
s3.20d are readily solved numerically withPavgsud given by Eq.
s2.7d, or the approximation, Eq.s2.7ad.

4 Computations and Results
The computations were performed with the software

MATHEMATICA ® on an ordinary desktop computer. No difficulties
were encountered in applying routine numerical procedures for
solving ordinary differential equations. The CPU time required on
a Pentium® IV machine for solving the system of Eqs.,s3.19d and
s3.20d, was less than 5 s. The effortlessness of the computations is
an obvious attribute of the population balance modeling approach.

Population dynamics yields the fluid-elementseddyd size distri-
bution, and hence an average eddy size, which is simply related to
the mixing length through the fluid density. Kolmogorov’s scaling

theory shows how the mixing length is related to the vessel Rey-
nolds number. This suggests a relationship for the fragmentation
rate parameters in terms of the vessel Reynolds number, thus pro-
viding a connection between fragmentation kinetics and reactor
vessel parameters. The log-log plot ofPavgsud versusu for various
values ofg sFig. 1d shows the asymptotic time dependence at
large and smallu for the average fluid eddy sizes. The equilibrium
eddy size,g1/2, roughly equates to the Kolmogorov microscale at
which viscous dissipation occurs. As moments are based on mass,
or volume, we have at equilibriumPavg,sh /Ld3, where the ratio
of the microscale lengthh to the macroscale lengthL can be
shown f3g to be h /L,ReL

−3/4 in terms of a Reynolds number
based on the length scaleL. It follows that g,ReL

−9/2, which
ensures thatg is very small for moderate values of ReL. Thus, the
precise value ofg! ,1 is not critical in determining mixing ef-
ficiency.

The plot of Psndsud fEq. s2.5dg for negative values ofn fFig.
2sadg shows the moments increasing with time forg=0.01. Sub-
stitution of either Eq.s2.7d or Eq. s2.7ad gives identical plots.
These negative moments are a measure of the area for mass trans-
fer. The valuen=−1 is the highest curve, indicating that shearing
of the dispersed fluid into thin sheets is an efficient way to in-
crease the area of mass transfer. Figure 2sbd shows the variation of
Ps−2/3dsud with time u for various g. As fragmentation becomes
more significant,g decreases, andPsndsud increases more strongly
with time. Forgø10−3, the curves in Fig. 2sbd coincide.

The intensity of segregation,Is, plotted in Fig. 3 as a function of
scaled time,u, was determined from Eq.s3.13d. Substitution of
either Eq.s3.16d or Eq.s3.17d gives identical plots, indicating that
Eq. s2.7ad is a valid simplification for Eq.s2.7d for small g. The
parameterkM is proportional to the mass transfer coefficient and
thus is related to the Schmidt number, Sc, and Reynolds number,
ReL. As found previouslyf2,20g, the difference between gases and
liquids ssmall and large Scd is huge in Fig. 3. ChangingkM by an
order of magnitude changes the intensity of segregation by several
orders of magnitude. The requirement of no mixing in the limit of
infinite Schmidt numberskM =0d is satisfied, givingIs=1 for all
time f2g. A similar plot of Beek and Millerf20g suggests the

Fig. 2 Variation of the nth moment, P„n…
„u…, with scaled time u

for „a… n=−1,−2/3, and −1/3 with g=0.01; „b… g=10−4,10−3,10−2,
0.1, 0.5 and 1 with n=−2/3
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magnitudeskM =1 for liquids andkM =104 for gases. These values
are nearly proportional to diffusivity, and as expected, differ by a
factor of 104.

The effects of the parameters on extent of mixing,Em, are dis-
played in Fig. 4. Figure 4sad shows the variation ofEm with kMtm
fbased on Eq.s3.15dg on a loglinear scale with the volume fraction
a of dispersed fluid as the parameter. As mixing time increases,
Em increases from zero to unity exponentially, consistent with
earlier studiesf13g. To determine the variation of the extent of
mixing with the scaled mixing time,um, Eq. s3.16d is substituted
into Eq. s3.15d. Figures 4sbd and 4scd show the variation ofEm as
a function of the mixing timeum, for variouskM andg and fixed
values ofn anda. Figure 4scd shows that for largekM the precise
value of g!1 is not critical in determining mixing efficiency.
Small kM means that diffusive contributions to mixing are re-
duced, allowing turbulent fragmentationsgd and its enhancement
of mass transfer area to have a greater influence on mixing. As
Fig. 4sdd indicates, smallerg diminishes the effect ofkM on Em.
Therefore, for strong turbulence, whereg is small, the effect of
further decreasingg is insignificant. This agrees with the experi-
mental observationf1,22g that the circulation time is constant and
independent of Reynolds number above 104. One infers, as rec-

ommended by other investigators, that increasing the turbulence
sdecreasinggd above the optimum Reynolds number is not an
efficient use of energy.

Figures 5sad–5scd show the variation oft with scaled time,u,
with g as a parameter forn equal to −1,−2/3, and −1/3, respec-
tively. The plots, independent ofa, indicate the strong effect of
increasedsless negatived n.

Dispersed and bulk fluid concentrations in a flow vesselfEqs.
s3.19d and s3.20dg for a constant injection ratesa=u /urd are dis-
played in Fig. 6. Figure 6sad shows the time evolution ofC andCb
in a continuous stirred tank reactorsCSTRd mixer for given values
of g ,n, and kM. While the dispersed phase concentration,Csud,
initially decreases and then increases, the bulk concentration,
Cbsud, continuously increases with time. At long times, the con-
centrations are equal.

For the CSTR withC0=Cin=1.0, Fig. 6sbd shows the time evo-
lution of Cb when kM is changed from 0.1 to 1000. The graph
indicates that the influence ofkM on the time evolution of the
concentration is substantial. The magnitude of the influence will
be determined by how mass transfersSherwood numberd depends
on Reynolds number.

Figure 6scd shows the variation of the bulk concentration with
time whenn is changed from −1/3 to −1. The concentrations are
highly influenced by the value ofn, consistent with Fig. 5. Figure
6sdd shows that the time evolution of the concentration is inde-
pendent of turbulent fragmentation wheng is less than 0.1, con-
sistent with Figs. 4scd and 4sdd.

A method for relating the present theory to existing mixing
correlations can be devised by relating the mixing time tokM.
When the asymptotic result of Eq.s3.17d is substituted into Eq.
s3.15d, the mixing time can be expressed in terms of the mixing
efficiency

um < f1 − kM
−1s1 − ads2 − ndlns1 − Emd/Gs1 + ndg1/s2−nd − 1

s3.21d

allowing easy computation ofum The mixing time is usually taken
to be 3–5 times the circulation timef23g and thus the circulation-
path modelsf1,13g are typically based onum/uc<3.0. The dimen-

Fig. 3 Variation of the intensity of segregation, Is, with time, u,
†Eq. „3.13…‡ for kM=1, 10, 50, 100, 500, 103 and 104 and a
=0.2,n=−2/3,g=0.01

Fig. 4 Variation of the extent of mixing, Em„u…, „a… with kM tM †Eq. „3.15…‡ for a
=0, 0.2, 0.4, 0.6, 0.8, 0.9 and 0.95; „b… with um for kM=0.1, 0.5, 1, 5, 10 and 100 and
a=0.2,n=−2/3,g=0.01; „c… with um for g=10−4,10−3,10−2, 0.1, 1 and a=0.2,n=
−2/3,kM=1; „d… with um for g=10−4,10−3,10−2, 0.1, 1 and a=0.2,n=−2/3,kM=0.01

568 / Vol. 127, MAY 2005 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.154. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



sionless circulation time,uc, has been related to power input and
primary and secondary flow numbers for particular impellers. By
settingum=3.0 uc in Eq. s3.21d, one can find a relationship forkM
in terms of uc, for given values ofEc and n. Eq. s3.21d thus
provides correlations for the key parameter in our model and per-
mits one to relate the present model to other correlations. Figure 7
shows the variation of the mixing time withkM for various values
of n.

The parameterkM is a power law function of Reynolds number,
kM ,Rec. For smallkMs,1d, a relationship between the mixing
time and Reynolds number, deduced from Eq.s3.21d, is um+1
=fRe−c/s2−nd, wheref is a constant dependent ona and n. For
largekM, the mixing time is close to zero, consistent with experi-
mental observationsf1,22g. Fang and Leef24g observed a power
law dependence of mixing time with Reynolds number,um
=f Re−1, consistent with that observed in this study whenc=s2
−nd. The power was found to vary between −1.69 and −2.12 by
application of the incorporation modelf25g to experimental data
f24g. Such powers can be obtained by choosing appropriate values
for c and n in our proposed model. Further, a wide range of
mixing times reported in the literaturef1,24g can be obtained by
choosing appropriate values for the parameters in the model. For

Fig. 5 Variation of t with time, u, †Eq. „3.16…‡ with g „=10−4,
10−3,10−2, 0.1, 0.5 and 1 … as a parameter for n=−1,−2/3, and
−1/3

Fig. 6 Dispersed and bulk fluid concentrations in a CSTR: „a… Time variation of the
dispersed phase concentration, C„u…, and bulk fluid concentration, Cb„u…, in a CSTR
for g=0.01,n=−2/3, and kM=100; „b… Time variation of the bulk fluid concentration,
Cb„u…, in a CSTR for kM=0.1, 10, 1000 with g=0.01,n=−2/3; „c… Time variation of the
bulk fluid concentration, Cb„u…, in a CSTR for n=−1/3,−2/3,−1 with g=0.01, and kM
=1; „d… Time variation of the bulk fluid concentration, Cb„u…, in a CSTR for g
=10−4,10−2, 1 with n=−2/3 and kM=1

Fig. 7 Variation of the mixing time with kM for n=−1/2,−2/3,
and −0.9 and a=0.2,Em =0.95
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example, choosingkM =1 and 6 withkbo=0.1 s−1,a=0.2, andn
=−2/3 yields typical mixing times of 1–5 s, that are observed
experimentallyf1g.

We next investigate how the model agrees with experimental
observations. Tracer dispersion experimentsf26g have been per-
formed to assess mixing in a Taylor–Couette cell. Both the rota-
tion speed of the inner cylinder and the input flow rate were varied
in the experimentssTable 1d. Increasing the rotation speed de-
creasesg and increaseskM causing a more rapid breakup and
lower values of the bulk concentration. As discussed earlier, the
influence ofg on the time evolution of the bulk concentration is
minimal. Therefore,kM was chosen as adjustable and proportional
to the rotation speed. The experiments were conducted at two flow
rates of 0.5 and 1 mL/s corresponding to residence times of ap-
proximately 1800 and 900 s, respectively. Forkbo=0.1 s−1,ur
= trkbo is 180 and 90 for the two flow rates. Figures 8sad–8scd
show that the model results match the experimental data satisfac-
torily when kM is 6 and 2, respectively, for the 600 and 200 rpm

rotational speeds. The experimental variables and the parameters
selected for the model are listed in Table 1. The values ofkM are
consistent1 with Eq. s3.21d for typical mixing times of 1–5 s, so
that for kbo=0.1 s−1,a=0.2, andn=−2/3, we havekM =1 and 6.

5 Conclusion
We have proposed a population balance approach to quantita-

tively represent the fluid eddy size distribution and to characterize
the time-dependent average interfacial area of fluid eddies by a
moment relationship. Our objective was to explore the hypothesis
to assesss1d if such computations can be executed rapidly and
efficiently, ands2d if general experimental observations can be
explained by the model. The relationships with other models that
we have discussed are also relevant. We find the model is a
straightforward approach that elucidates experimental and model-
ing observations for blending and reactive mixing processes. A
distinct advantage is the computational ease of implementing the
theory. The model assumes that uncorrelated eddy distributions
describe binary fragmentation and coalescence, concentrations in
the continuous and dispersed phases are uniform and that the im-
miscible continuous and dispersed phases are well mixed in the
vessel.

Models can be judged by the types of parameters that appear in
the governing equations. In the current theory several parameters
are given by the conditions of the problem: the volume fraction of
dispersed fluid,a, the initial and inlet dispersed fluid concentra-
tion, C0 andCin, and the initial bulk fluid concentration,Cb0. The
computational results are relatively insensitive to the coalescence-
fragmentation ratiog less than 0.1. The parametern is related to
the shape of turbulent fluid eddies, and thus is likely to be in the
range −1/2 to −0.9. The Damkohler number,kM, which is a ratio
of mass transfer coefficient to fragmentation coefficient, is deter-
mined by comparison with one experimental point, as demon-
strated here and in our previous report on the population balance
modeling approach to turbulent reactive mixingf7g. We have as-
sumed certain conditions for the population balance equation,
namely, coalescence with constant rate coefficient and random-
kernel fragmentation with rate coefficient proportional to fluid el-
ement size. These conditions lead to an analyticalssimilarityd so-
lution for the size distribution with time dependence incorporated
in the average size and determined by a single parameter,g. A
surprisingly simple asymptotic time dependence of the average
eddy size,Pavg,s1+ud−1, governs the moment behavior and thus
the mass transfer, allowing a straightforward computation of the
mixing time in terms of the two significant parameters,n andkM.
Although based on concepts familiar to chemical engineers, the
new approach described here diverges significantly from other
mixing theories and simulations, but realistically describes key
behavior of turbulent blending.

Nomenclature
c 5 concentration of the dispersed fluid, mol/m3

cb 5 concentration of the bulk fluid, mol/m3

C=c/c0 5 concentration of the dispersed fluid
sdimensionlessd

Cb=cb/c0 5 concentration of the bulk fluidsdimensionlessd
a 5 volume fraction of dispersed fluid

Table 1 Experimental parameters a and values of ur and kM used to fit the data a in Figs.
8„a…–8„c…

Figure rpma v ,mL/sa tr ,s
a ur = tr kbo kM

8sad 600 1.0 900 90 6
8sbd 600 0.5 1800 180 6
8scd 200 1.0 900 90 2

aReferencef26g.

Fig. 8 Comparison of the model †Eqs. „3.19… and „3.20…‡ with
g=0.01 and n=−2/3 and the experimental data of Marchisio et
al. †26‡. The other parameters are listed in Table 1.
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kM 5 kMg p0
s0dsp0

avgdn /kbo
g 5 kap0

s0d /kbo
u 5 tkbo
j 5 x/p0

avg

t 5 e0
uPsndsuddu

astd 5 gpsndstd interfacial area/volume
Psj ,ud 5 psx,tdp0

avg/p0
s0d,

Psndsud 5 psndstd /p0
s0dsp0

avgdn

Pavg 5 Ps1d /Ps0d

t 5 time
x 5 fluid element mass

Subscripts:
M 5 molecular
m 5 mixing, as in mixing time
r 5 average residence time, as intr =V/Q

in 5 inlet condition
0 5 initial condition
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Unstructured Grid Based
Reynolds-Averaged
Navier-Stokes Method for Liquid
Tank Sloshing
The present study is concerned with liquid tank sloshing at low filling level conditions.
The volume of fluid method implemented in a Navier–Stokes computational fluid dynam-
ics code is employed to handle the free-surface flow of liquid sloshing. The geometric
reconstruction scheme for the interface representation is employed to ensure sharpness at
the free surface. The governing equations are discretized by second order accurate
schemes on unstructured grids. Several different computational approaches are verified
and numerical uncertainties are assessed. The computational results are validated
against existing experimental data, showing good agreement. The capability is demon-
strated for a generic membrane-type liquefied natural gas carrier tank with a simplified
pump tower inside. The validation results suggest that the present computational ap-
proach is both easy to apply and accurate enough for more realistic
problems.fDOI: 10.1115/1.1906267g

Introduction
Sloshing in hydrodynamics can be defined as a free-surface

flow in a container that is subjected to a forced motion. Tank
sloshing problems in ships or offshore structures are increasingly
of concern to naval architects and ocean engineers, as they are
directly related to the safety of the ocean structure as well as to its
cargo. The recent increase in demand for midsize tankers and
liquefied natural gassLNGd carriers entails more attention on the
accurate prediction of sloshing fluid behavior inside tanks,
whereby ship motions are more reactive to the external distur-
bances and the natural periods of sloshing are longer due to grow-
ing individual tank sizes. Moreover, the popularity of moored
floating production storage offloading units, which need to be de-
signed to withstand severe sea states and eventually severe slosh-
ing load inside, warrants more complete and general tools for tank
sloshing analysis. Besides ship/offshore hydrodynamics, liquid
sloshing is also an important physical phenomenon that needs to
be considered in many applications; for example, fuel tanks on
spacecraft, liquid tanks on highway trucks and railroad cars, and
large oil storage tanks and nuclear reactors under the influence of
earthquakes, to name a few.

Experimental studies have been the most popular approach for
liquid sloshing and have provided valuable insights into the phys-
ics, e.g., Abramson et al.f1g; however, it is difficult to scale down
all the physics involved and extend the model test measurements
to full scale predictions. Moreover, it takes a huge amount of time
and effort to carry out the tests even for relatively simple geom-
etries and motions. In the following, therefore, only analytic and
numerical approaches in relevant studies are reviewed.

In the early days of sloshing studies, when computer simulation
was in its infancy, several analytic methods were proposed, and a
good review of studies at that time in the 1960s is available in
Abramsonf2g. Later Faltinsenf3g proposed a nonlinear analytic
method using a perturbation technique applied to a potential flow
formulation and many variations followed. Simple and mild slosh-
ing problems were targets of these methods and a great deal of

fundamental understanding of sloshing was obtained through the
studies. However, liquid sloshing involves in most cases highly
nonlinear and transient motions and therefore requires numerical
simulation methods that can handle unsteady nonlinear free-
surface flows. For those practical situation problems, analytic
methods have clear limitations.

There have been four major approaches to the numerical simu-
lation of liquid sloshing:s1d boundary element integral methods,
s2d finite element methods for potential flow,s3d finite difference/
volume methods solving the Euler/Navier–Stokes equations, and
s4d the smoothed particle hydrodynamics method. As of the end of
the last millennium, Cariou and Casellaf4g provided a compara-
tive study of various numerical simulation results, and the perfor-
mance of a variety of numerical methods was presented. It should
be noted that there are other methods certainly worth being men-
tioned, but not included in Cariou and Casellaf4g.

The boundary element integral methodsf3,5,6g are the most
efficient way of handling liquid sloshing as long as the liquid
motion is very mild and the container geometry is simple. Re-
cently, an effort to couple one of these methods with ship motion
prediction analysis has shown the viability of these methods in
some limited applicationsf7g.

Another approach based on potential flow methods is solving
the governing equations by the finite element formulation. Oka-
moto and Kawaharaf8,9g and Kim et al.f10g provide good theo-
retical background of the finite element method for free-surface
flows and show fairly good results. However, a large number of
empirically determined formulas and parameters are involved and
only limited validations are presented. Moreover, their free-
surface solution is limited to mildly varying, single-valued inter-
face and cannot allow overturning and/or multiple liquid volumes
in the domain.

The most popular approach for liquid sloshing today is solving
the Navier–Stokes equations with a solution method for moving
free surface employing the finite difference or finite volume dis-
cretization schemesf11–18g. Many of them present detailed de-
scriptions of numerical methods and show good comparison with
experimental data and/or analytical solutions. Both interface
tracking and capturing methods are used for free-surface solution
in those studies, but for truly general free-surface motion like
sloshing, it is acknowledged that interface capturing methods,

Presented at the 23rd International Conference on Offshore Mechanics and Arctic
EngineeringsOMAEd, Vancouver, Canada, June 2004. Submitted to ASME Journal
of Fluids Engineering, October 8, 2004. Revised manuscript submitted, February 15,
2005. Associate Editor: S. P. Vanka.

572 / Vol. 127, MAY 2005 Copyright © 2005 by ASME Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.154. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



such as the volume of fluidsVOFd method, are desired. With the
recent advent of high speed computing, application of these meth-
ods is warranted for more general problems, in which the tradi-
tional potential flow based methods have difficulties, e.g., ones
involving violent free-surface motion, complex geometries, air en-
trainment, liquid vaporization, and significant viscous flow ef-
fects.

Last, the smoothed particle hydrodynamicssSPHd method was
applied quite recently to sloshing flows. The primary advantage of
employing this method is that its initial volume grid generation is
relatively simple, as the SPH method is based on the Lagrangian
tracking of fluid particles in the computational domain. Applica-
tions of the method show flexibility in free-surface solutions with
favorable comparison to experimental dataf19,20g. Yet more thor-
ough validations are desired and anticipated.

As Kim et al. f10g have pointed out, operating LNG carriers
and oil tankers at all filling level conditions has become common
in recent years, and issues with the sloshing motion at low filling
level are raised as a hot topic for the design of those vessels.
Although many studies have been done for high filling level con-
ditions, for which the sloshing motion is of a standing wave type,
only few studiesf10,19g have been found for low filling level
conditions, i.e., less than 20% of the tank length or width, for
which the sloshing motion is of a progressive wave type and is
accompanied by hydraulic jumps and wave breaking. However,
rigorous validation and generalization of the computational meth-
ods are lacking in those studies: only free-surface shape and/or
peak impact pressure are considered for simple geometries and
simple motions. In order to address all these issues, the present
study focuses on the liquid sloshing motion at low filling level
conditions. The objectives are therefore;s1d presenting a compu-
tational method that can efficiently handle liquid sloshing,s2d
verifying the various computational approaches,s3d assessing the
numerical uncertainties,s4d validating the computational results
against experimental dataf21g including the whole pressure his-
tories, ands5d demonstrating the capability by applying it to a
generic membrane-type LNG carrier tank with a simplified pump
tower inside.

The present paper is organized as follows. The mathematical
modeling and numerical method are described in the next section.
Then the model problem description and grid generation are pre-
sented, followed by the validation and results discussion. Last,
some concluding remarks are made with recommendations for
future work.

Mathematical Modeling and Numerical Method
The computations were carried out usingFLUENT, a general

purpose computational fluid dynamicssCFDd software. The gov-
erning equations are written for the mass and momentum conser-
vation, such that

]r

]t
+ ¹ · srvd = 0 s1d

]

]t
srvd + ¹ · srvvd = − ¹ p + ¹ · st%d + F s2d

wherev is the velocity vector in the Cartesian coordinate system,
p the static pressure, andt% the stress tensor given by

t% ; mFs¹v + ¹ vTd −
2

3
¹ ·vIG s3d

where m is the molecular viscosity,I the unit tensor, and the
second term on the right hand side the effect of volume dilation.
In the present study, a moving reference coordinate system with
its origin at the tank center was used. Therefore, an external force
momentum source term is incorporated to take the proper trans-
formation between the earth-fixed and tank-fixed coordinate sys-
tems into consideration. The external force,F, can be written as

F = g −
dU

dt
−

dV

dt
3 r − 2V 3 v − V 3 sV 3 r d s4d

where g is the gravitational acceleration vector,U and V the
translational and rotational velocity vectors of the tank-fixed co-
ordinate system, respectively, andr is the position vector in the
tank-fixed coordinate system.U andV are obtained by sinusoidal
motion formula with given amplitudes and periods.

Once the Reynolds averaging approach for turbulence modeling
is applied, the Navier–Stokes equations can be written in Carte-
sian tensor form as
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where di j is the Kronecker delta, and −rui8uj8 the Reynolds
stresses. The Reynolds stress term is related to the mean velocity
gradients, i.e., turbulence closure, by the Boussinesq hypothesis as

− rui8uj8 = mtS ]ui

]xj
+

]uj

]xi
D −

2

3
Srk + mt

]ui

]xi
Ddi j s7d

wheredi j is the Kronecker delta. It is generally accepted that the
Reynolds averaging approach is valid in most unsteady flow prob-
lems, as long as the characteristic time scale is much larger than
the turbulence fluctuation time scale, which is the case considered
in the present study. The standardk-« turbulence modelf22g,
which is based on the Boussinesq hypothesis with transport equa-
tions for the turbulent kinetic energy,k, and its dissipation rate,«,
was used for turbulence closure. The turbulent viscositymt was
computed by combiningk and« asmt=rCmk2/«, whereCm is an
empirical constant set to 0.09 here, and inserted in Eq.s7d to close
Eq. s6d. The standardk-« model is a workhorse of practical engi-
neering flow calculations since the time it was proposed. Robust-
ness, economy, and reasonable accuracy for a wide range of tur-
bulent flows explain its popularity in industrial flow simulations.

As mentioned in the first section, the VOF method was em-
ployed to handle the free-surface flow of the sloshing liquid. The
VOF formulation relies on the fact that two or more fluids/phases
are not interpenetrating. For each additional phase, a new variable
that is the volume fraction of the phase in the computational cell is
introduced. In each cell, the volume fractions of all phases sum to
unity. The fields for all variables and properties are shared by the
phases and represent volume-averaged values, as long as the vol-
ume fraction of each of the phases is known at each location. Thus
the variables and properties in any given cell are either purely
representative of one of the phases or representative of a mixture
of the phases, depending upon the volume fraction values. Based
on the local volume fraction of theqth fluid, aq, the appropriate
variables and properties are assigned to each cell within the do-
main. The tracking of the interfaces between the phases is accom-
plished by the solution of a continuity equation for the volume
fraction of phases. For theqth phase, this equation has the follow-
ing form:

]aq

]t
+ v · ¹ aq = 0 s8d

Note that the volume fraction equation is not solved for the pri-
mary phase, but based on the following constraint:
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o
q=1

n

aq = 1 s9d

A single momentum equation is solved throughout the domain,
and the resulting velocity field is shared among the phases. The
momentum equation is dependent on the volume fractions of all
phases through the fluid properties, which are determined by the
presence of the component phases in each control volume, e.g.,
r=oq=1

n aqrq. The surface tension can be handled as a body force
in the interface cells, but is not included in the present study. In
the case of turbulence quantities, a single set of transport equa-
tions is solved, and the turbulence variables are shared by the
phases throughout the field. Imposing boundary conditions was
simple; no-slip condition on the tank walls.

The present CFD code employs a cell-centered finite-volume
method that allows use of computational elements with arbitrary
polyhedral shape. Convection terms are discretized using the sec-
ond order accurate upwind scheme, while diffusion terms are dis-
cretized using the second order accurate central differencing
scheme. For unsteady flow calculations, time derivative terms are
discretized using the first order accurate backward implicit
scheme. Currently, the first order accurate scheme is the only one
available for temporal discretization of the volume fraction equa-
tion, and its drawbacks are discussed in Rhee and Koutsavdisf23g
and Rhee and Makarovf24g. However, it should be noted that the
thrust of the present study is the application of the VOF method to
liquid sloshing and efforts are being made to enable higher order
accurate schemes for the volume fraction equation. The velocity-
pressure coupling and overall solution procedure are based on a
SIMPLE-type segregated algorithm adapted to unstructured grid.
The discretized equations are solved using pointwise Gauss–
Seidel iterations, and an algebraic multigrid method accelerates
the solution convergence. For large computations, parallel pro-
cessing based on message passing is possible.

For the calculation of face fluxes for the VOF model, the geo-
metric reconstructionsGRd f25g and high-resolution interface cap-
turing sHRICd f26g schemes were employed. These two schemes
have produced the most desirable solutions for various types of
free-surface flow in the author’s other studiesf24,27,28g. Note
that the standard interpolation schemes are used to obtain the face
fluxes whenever a cell is completely filled with one phase or an-
other. When the cell is near the interface between two phases, one
of the following schemes is used.

The GR scheme represents the interface between fluids using a
piecewise-linear approach. It assumes that the interface between
two fluids has a linear slope within each cell and uses this linear
shape for calculation of the advection of fluid through the cell
faces. The first step in this reconstruction scheme is calculating
the position of the linear interface relative to the center of each
partially filled cell, based on information about the volume frac-
tion and its derivatives in the cell. The second step is calculating
the advecting amount of fluid through each face using the com-
puted linear interface representation and information about the
normal and tangential velocity distribution on the face. The third
step is calculating the volume fraction in each cell using the bal-
ance of fluxes calculated during the previous step.

The HRIC scheme is a blend of upwind and downwind discreti-
zations, so that the computed fluxes of volume fraction do not
overflow or underflow the cells. The blending of the upwind and
downwind discretizations is determined by the local distribution
of volume fraction, the relative free-surface position to the cell
face where the flux is computed, and the local Courant number.
Two modifications were applied to the original HRIC scheme such
that s1d the explicit integration of the volume fraction equation is
done within a subiteration loop, ands2d instead of using first order
upwind discretization, the one-dimensional bounded version of
QUICK f29g is used, when the flow is parallel to the interface.

Model Problems and Grid Generation
Two model problems were considered in the present study; one

for validation and the other for capability demonstration. In both
model problems, fresh water and air at 20°C were selected as the
liquid and gas in the tank, respectively. For the validation pur-
poses, the experiments carried out at the National Maritime Re-
search Institute of Japan were selectedf21g. The apparatus used in
these experimental studies of sloshing allows sway, pitch, heave,
and roll motion to be imposed on the tank, either separately or in
any combination. The roll motion is centered at the coordinate
system origin that is located at the tank center. The dimensions of
the tank are 1.2 m wide, 0.6 m tall, and 0.2 m deep, as shown
schematically in Fig. 1. It was confirmed during the experiments
that the flow can be considered nearly two-dimensionals2Dd.
Pressure taps for recording pressure variation with time were in-
stalled at 14 locations on one sidewall and on the bottom and top
walls. In Fig. 1, these pressure taps are labeled P1–P14, and their
coordinates are presented in Table 1. Note that only the data from
three pressure taps, P1–P3, were considered in the present study,
considering the low filling level that is even below P3 when there
is no motion. In addition to pressure measurements, video record-
ing was conducted over many periods of motion, allowing visual
comparison of free-surface deformation between experiments and
simulations.

The pure swaystranslation along thex axisd and pure rollsro-
tation with respect to thez axisd motions were considered in the
present study. The motions are simply sinusoidal. For all the

Fig. 1 Geometry of the tank and positions of pressure taps
shown in the x-y plane

Table 1 Coordinates of pressure taps in m

x y z

P1 0.57 −0.3 0.0
P2 0.6 −0.27 0.0
P3 0.6 −0.15 0.0
P4 0.6 0.0 0.0
P5 0.6 0.068 0.0
P6 0.6 0.126 0.0
P7 0.6 0.184 0.0
P8 0.6 0.242 0.0
P9 0.542 0.3 0.0
P10 0.484 0.3 0.0
P11 0.426 0.3 0.0
P12 0.368 0.3 0.0
P13 0.31 0.3 0.0
P14 0.0 0.3 0.0
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cases, the filling level was 20% of the tank height. Two cases for
pure sway motion with a sway amplitude,A, of 0.06 m were
considered; one with period,T, of 1.94 s and the other withT of
1.74 s, referred to assway-baseand sway-shortcases, respec-
tively. Similarly, two cases for pure roll motion with a roll ampli-
tude,u, of 10 deg were considered; one withT of 2.25 s and the
other withT of 1.85 s, referred to asroll-baseandroll-short cases,
respectively. These cases were deemed appropriate for the present
study, as they reveal the physics associated with sloshing at low
filling level conditions, the primary concern of the present study.
Table 2 summarizes the conditions for these cases.

For demonstration purposes, sloshing at a low filling level con-
dition in a generic LNG carrier was considered. It is a simplified
geometry of a typical membrane-type LNG tank with a pump
tower inside as shown in Fig. 2. The tank shape was taken from
Abramson et al.f1g; the 2D tank shape in Fig. 5 of their paper was
extruded in the third direction and a cylinder representing a sim-
plified pump tower was added. The dimensions of the tank were
1.38 m wide, 1.02 m tall, and 1.5 m deep with upper and lower
chamfers. The upper chamfer’s width and height were both
0.295 m, while those of lower chamfers were both 0.14 m. A
cylinder of 0.1 m diameter, which represented a simplified pump
tower, was inserted at 0.05 m from one of the walls along the
center plane. A model scale condition with low filling level was
considered, i.e., with a filling level equal to 12% of tank breadth,
0.166 m, and a combined motion of swaystranslation along thex
axisd, roll srotation with respect to thez axisd, and pitchsrotation
with respect to thex axisd. Each mode of motion with respect to
the center of the tank was sinusoidal with sway amplitude of
0.015 m, sway period of 2 s, roll amplitude of 10 deg, roll period
of 2.5 s, pitch amplitude of 1 deg, and pitch period of 30 s. The
static pressure history was recorded at the halfway point along the
knuckle of the lower chamfer, P, in Fig. 2.

Multiple grids were generated to check the validity of the cho-
sen mathematical modeling as well as to evaluate the grid depen-
dence of the solutions. For the rectangular tank cases, four 2D
grids and one three-dimensionals3Dd grid were generated. The
base line 2D structured grid, shown in Fig. 3, consisted of 120

360=7200 cells with the first cell size off the tank wall being
0.005 m. The 3D grid was a simple extension of this grid in the
third direction, with 120360320=144,000 cells. The coarse and
fine structured grids were generated by doubling and halving the
grid spacing of the base line 2D structured grid in each direction,
resulting in 60330=1800 and 2403120=28,800 cells, respec-
tively. A 2D unstructured grid was also generated to evaluate the
performance of the code on unstructured grids in terms of effi-
ciency and accuracy. Four quadrilateral cell layers were attached
to the tank wall to resolve boundary layers and triangular cells
filled the remaining region of the domain, as shown in Fig. 4. The
overall grid resolution is comparable to the base line 2D struc-
tured grid, but with a larger number of cells, 13,074. For the
generic LNG tank cases, an unstructured grid with 918,830 prism
cells was generated. The first cell size off the tank wall was ap-
proximately 0.001 m. Figure 5 shows a partial view of the grid.

Validation and Discussion
First of all, for thesway-basecase, evaluation results of com-

putational approaches are presented. Then numerical uncertainties
are assessed in terms of grid and time step size dependence of the
solutions for thesway-basecase. In the last subsection, the com-
putational results for both the rectangular tank and generic LNG
tank cases are presented and discussed, along with validation re-
sults against the experimental data.

Computational Approaches.For thesway-basecase, four dif-
ferent sets of computational approaches were evaluated; laminar
flow versus turbulent flow, 2D versus 3D, structured grid versus
unstructured grid, and GR scheme versus HRIC scheme. This
evaluation is deemed to be an essential prerequisite for rigorous
validations, as these issues need to be understood clearly prior to
the final validation runs. Other computational parameters, e.g.,
under-relaxation factors, turbulence model constants, etc., were
set based on the author’s experience from previous studies, and
their influence on solutions was found to be insignificant in prob-
lems of the present kind. Note that the baseline setup is the GR

Table 2 Computational conditions for rectangular tank cases

Name Motion Filling level Amplitude Period

Sway-base Sway 20% Height 0.06 m 1.94 s
Sway-short Sway 20% Height 0.06 m 1.74 s
Roll-base Roll 20% Height 10° 2.25 s
Roll-short Roll 20% Height 10° 1.85 s

Fig. 2 Geometry of the generic LNG tank

Fig. 3 Base line 2D structured grid for rectangular tank cases

Fig. 4 A 2D unstructured grid for rectangular tank cases
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scheme employed for turbulent flow on the baseline 2D structured
grid with a time step size,Dt, of 0.001 seconds. It takes
1.2 seconds per time step to run thesway-basecase with the base-
line setup on a 2.6 GHz Linux desktop PC.

First, Fig. 6 displays the comparison of static pressure histories
at P1 with and without turbulence. Note that the initial hydrostatic
pressure values are subtracted for the static pressure presented
throughout this study. Only small differences are seen between
two curves; however, the laminar solution sometimes shows un-
physical fluctuations, which seem to be due to numerical instabili-
ties that resulted from ignoring turbulence effects. The same ten-
dency is also observed in the free-surface shape. As shown in Fig.
7, the free-surface shape from the laminar flow solution exhibits
unphysical irregularities and instabilities. Moreover, the contours
of the root mean square of the turbulent velocity fluctuation,q
=Îk, displayed in Fig. 8, indicate pockets of non-negligible tur-
bulence levels in both air and water regions, wherein the free
surface is represented by the thick solid line in the domain. In-
cluding turbulence effects is, therefore, necessary especially for
low filling level sloshing cases, in which violent fluid motion
brings about significant turbulence.

Second, Fig. 9 shows the free-surface shape at a certain instant
in a 3D simulation. Except for the small areas near the sidewalls,
the free-surface shape is nearly two dimensional, confirming the
experimental observation. Figure 10 displays the comparison of

static pressure histories at P1 from 2D and 3D solutions. The two
lines are very close to each other and suggest that the 3D effects
are not significant in these rectangular tank cases.

Third, the free-surface shapes from solutions on the base line
structured and unstructured grids are shown in Fig. 11. The VOF
solutions are nearly the same on both grids, assuring that the VOF
method of the present study performs equally well on triangular
cells. The static pressure histories are also close to each other.
However, the unstructured grid consists of larger number of cells

Fig. 5 Partial view of the generic LNG tank grid

Fig. 6 Comparison of static pressure histories at P1 with and
without turbulence

Fig. 7 Comparison of 2D free-surface shapes from solutions
with and without turbulence

Fig. 8 Contours of turbulent fluctuation

Fig. 9 A 3D free-surface shape at a certain instant
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and accordingly requires more CPU time. For geometries that can
be meshed easily using the structured grid generation approach, it
is recommended to utilize this advantage as much as possible.

Last, the comparison of the static pressure histories at P1 from
the solutions by the GR and HRIC schemes is shown in Fig. 12.
The HRIC scheme solution appears smoother and under predicts
the pressure peaks, suggesting that the scheme is more diffusive
and perhaps more suitable for mild unsteady or steady flows. This
behavior is confirmed in Table 3, which presents the comparison
of the averaged impact pressure at P1. The definition of the aver-
aged impact pressure is presented in the section for Results and
Comparison with Data. It is interesting to see that while the mo-
tion of the free surface is not very different for the two schemes,
the pressure prediction reveals considerable difference. This ob-
servation is congruent with the general notion that the GR scheme
produces a more accurate solution for unsteady flow.

Based on these computational approach evaluation results, the
base line setup, i.e., the GR scheme for turbulent flow on 2D
structured grids, was employed for the rest of the rectangular tank

cases. For thesway-basecase with the base line setup, the local
Courant number, which is based on the tank width, motion period,
and individual cell size, ranges from 4.5310−4 to 0.12, well
within the known upper limit of 0.7. It does not necessarily mean,
however, that the base line setup provides the most accurate com-
putational results possible by the present method.

Numerical Uncertainty Assessment.In order to ensure high
quality solutions, both grid and time step size dependence tests
were carried out. The variable selected for the tests is the averaged
impact pressure at P1. The grid dependence in terms of the rela-
tive difference,«, between base line and fine grids is less than
6.2%. Note that« is the relative difference in the solutions ob-
tained at two grid or time step size levels considered and defined
as«=swcoarser−wfinerd /wfiner, wherewcoarserandwfiner represent the
solutions at the coarser and finer levels of the two, respectively.
The results obtained on the coarse grid show 15.3% difference
from the corresponding results obtained on the base line grid and
were not considered for analysis. Similarly, the time step size
dependence was estimated with three differentDt’s, base line,
Dt=0.001, large,Dt=0.002, and extra large,Dt=0.004. In each
time step, subiterations were carried out until the solution residu-
als drop at least three orders of magnitude, which proved suffi-
cient for general unsteady flow solutions. Normally it takes 10–20
subiterations to achieve the solution convergence within each time
step. The time step size dependence in terms of« is less than
2.5%. Table 4 summarizes the grid and time step size dependence
results. Both of the dependence test results provide evidence that
the solutions are practically insensitive to the grids and time step
sizes in the considered range. Table 4 also presents the estimated
order of accuracy, p, which is defined asp=lnbswmedium
−wcoarsed / swfine−wmediumdc / lnsrd, wherewcoarse, wmedium, and wfine
are solutions at coarse, medium, and fine levels, respectively, and
r is the refinement ratiof30g. Even though the theoretical orders
of accuracy are two and one in space and time, respectively, the
values ofp based on the selected variable are somewhat different
and indicate that the present computational approach has an order
of accuracy somewhere between one and two, which is the gen-
eral tendency also observed in other CFD codes, e.g., see Wilson
et al. f31g. In the following sections, the results obtained on the
base line grid and with base lineDt are presented and validated.

Results and Comparison with Data.In this section, the com-
puted results for the rectangular tank cases are presented first with
comparison to corresponding experimental results, especially in
detail for thesway-basecase, and then discussed with respect to

Fig. 10 Comparison of static pressure histories at P1 from 2D
and 3D solutions

Fig. 11 Comparison of 2D free-surface shapes from solutions
on the base line structured and unstructured grids

Fig. 12 Comparison of static pressure histories at P1 from GR
and HRIC solutions

Table 3 Averaged impact pressure at P1 from GR and HRIC
solutions

Averaged impact pressureskPad Error s% measuredd

Measured 1.533
GR 1.490 2.80

HRIC 1.328 13.4

Table 4 Grid and time step size dependence results

Grid Averaged impact pressureskPad «

Fine 1.588 6.17%
Base line 1.490 15.3%
Coarse 1.262 p=1.22

Time step size Averaged impact pressureskPad «

Base line 1.490 0.94%
Large 1.504 2.46%

Extra large 1.541 p=1.40
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the effects of different modes of motion and lengths of the period.
The results for the generic LNG tank case are presented next to
round off the demonstration of the capability.

The predicted free-surface shapes at different times are com-
pared with experimental visualization. Although the free-surface
deformation varies from one period to another, observation of the
flow over several periods suggests that these variations are rela-
tively small and that no important new features appear in different
periods. Therefore, figures showing instantaneous free-surface
shape from the simulation are compared with experimental visu-
alization at approximately the same time within one period. Figure
13 shows typical results for thesway-basecase. The figures of
computed results also display velocity vectors colored by static
pressure. The agreement is very good in terms of free-surface
shape. Also in the computational results, the regions of high pres-
sure are identifiable and the fluid motion due to the traveling wave
is clearly observed in the liquid region.

For thesway-basecase, Fig. 14 shows the comparison of static
pressure histories at three pressure taps, P1–P3, which are located
inside the region where the effects on the wall of the sloshing
liquid are large. The overall agreement is very good both quanti-
tatively and qualitatively. Note that there are two spikes in each
period, which represent the impact of the sloshing liquid when
there is the first hit by the traveling wave and the second by the
momentum change due to the liquid falling down that once
climbed up along the sidewall. Another point to note is the pres-
sure history at P3 in which the pressure is zero for approximately
0.7 T in each period. This zero pressure indicates the time when
the pressure tap is above the free surface and dry.

The comparison of averaged impact pressure from the experi-
ment and computation is presented in Table 5. The averaged im-
pact pressure is obtained by averaging the highest 10% pressure
values for the periods considered, which is over at least five peri-
ods. It is well known that there is a need to filter out the noise in

both measurements and computations, as pointed out in Abramson
et al. f1g and Kim f16g. The above averaging, which is similar to
the measure used by the Bureau Veritas, is a relatively simple, yet
quite meaningful, measure for structural design, as it is crucial in
structural design to have comprehensive and reliable information
of both the probable impact pressure and whole time histories of
local pressure and total force on the walls. The raw pressure his-
tories show that, at a given location, peak pressure values are
generally in the range of 1.5 and 5.5 times the averaged impact
pressure. As for the whole histories, the agreement between mea-
sured and computed values is excellent.

In addition to the pressure histories at individual pressure taps,
the force histories on the tank walls were also recorded. As indi-
vidual pressure histories at specific points are important for the
structural analysis aspect, the total force histories on the tank
walls are important for the interaction of liquid sloshing with the
motion of the floating body on which the sloshing liquid acts.
Figure 15 presents the computed force history inN on the right
hand side wall. It is observed that the force history generally
resembles that of the individual pressure histories, but with milder
peaks.

The results of the other rectangular tank cases are presented
now. Figure 16 shows the comparison of static pressure histories
at three pressure taps, P1–P3, for thesway-shortcase. The agree-
ment is as good as for thesway-basecase.

The same comparison is made for the roll motion cases. Figs.
17 and 18 present the comparison of static pressure histories at the
same three pressure taps for theroll-base and roll-short cases,
respectively. For theroll-basecase, the comparison is fairly good,
although the first peak pressure in each period is overpredicted
and larger than the second, unlike the trend in measurements. The
comparison for theroll-short case is the least favorable of the four
cases considered for rectangular tank sloshing. This seems to be
due to the faster movement of blobs of fluid lumped together by

Fig. 13 Comparison of 2D free-surface shapes from the experiment and computation
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the rolling motion with the shorter period. Finer grids and smaller
time step sizes may be required to handle this behavior with the
momentum source term, Eq.s4d, and produce better simulation
results in this case.

Compiling all the results computed for the four cases involving
the rectangular tank sloshing, it can be summarized thatsad the
effect of different periods is clear;sbd the second pressure peaks
are sharper when the period is shorter;scd the receding speed of
fluid from one sidewall is slower when the period is longer, in

Fig. 14 Comparison of static pressure histories at P1 „top …, P2
„middle …, and P3 „bottom …—sway-base case

Table 5 Comparison of averaged impact pressure from experi-
ment and computation

Location MeasuredskPad ComputedskPad Error s% measuredd

P1 1.533 1.490 2.80
P2 1.355 1.471 8.56
P3 1.398 1.345 3.79

Fig. 15 Total force history on the right hand side wall— sway-
base case

Fig. 16 Comparison of static pressure histories at P1 „top …, P2
„middle …, and P3 „bottom …—sway-short case
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other words, the slope of pressure history after the second pres-
sure peak is milder with a longer period;sdd overall trends in
computational prediction agree fairly well with that in experimen-
tal measurements; andsed better agreement is obtained for sway
motion cases and it is attributed to the more stringent require-
ments for grids and time step sizes, which results from the more
complicated momentum source term for rotating motions, cf. Eq.
s4d.

Last, the results of the generic LNG tank case are presented.
Unfortunately there are no experimental data available for com-
parison and only computational results are discussed. Two snap-
shots of free-surface shape at different time steps are displayed in
Fig. 19. Apparently 3D effects are significant, and the influence of
the pump tower on the sloshing liquid is clearly seen. Also worth
noting is the irregular free surface that reveals the burst of large
air bubbles that were trapped during the wave breaking. The static
pressure history at P is presented in Fig. 20. The trend is largely
the same as that in rectangular tank cases, but the period does not

strictly equal any of the input periods provided by the motion
parameters, which is obvious due to the combined motions in
three modes, i.e., roll, sway, and pitch.

Concluding Remarks
Liquid sloshing at low filling level conditions is studied using a

Navier–Stokes solver. The VOF method is implemented in the
CFD code to handle the free-surface flow of liquid sloshing. The
geometric reconstruction scheme for the interface representation
is employed to ensure sharpness at the free surface. The governing
equations are discretized by second order accurate schemes on
unstructured grids. Several different computational approaches are
verified and numerical uncertainties are assessed and summarized:
for the problems where 3D effects are not significant, 2D results
show good comparison with experimental data; because of the
pockets of high turbulence due to the violent motion of liquid,
turbulence effects should be taken into account in mathematical
modeling and computational methods; the present CFD code’s

Fig. 17 Comparison of static pressure histories at P1 „top …, P2
„middle …, and P3 „bottom …—roll-base case

Fig. 18 Comparison of static pressure histories at P1 „top …, P2
„middle …, and P3 „bottom …—roll-short case
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performance on unstructured grids is as good as on structured
grids; the GR scheme appears to produce a more accurate solution
for unsteady flow than the HRIC scheme.

The computational results of the rectangular tank cases are vali-
dated against existing experimental data, showing good agreement
both qualitatively and quantitatively. The validation results sug-

gest that the sway motion cases are more forgiving in terms of
grid and time step size requirements, perhaps due to the simplicity
of the momentum source term for coordinate transformation. The
capability is demonstrated for a generic membrane type LNG car-
rier tank with a simplified pump tower inside. Although valida-
tions are not possible due to the unavailability of experimental
data, the results show fairly reasonable behavior of liquid sloshing
under a general tank motion. The overall results suggest that the
present computational approach is both easy to apply and accurate
enough for more realistic problems. Important outstanding issues
for future work include improvement of numerical methods for
faster solution procedure, handling of the fluid-structure interac-
tion due to the insulation system on tank walls, modeling of the
liquid compressibility and cushioning effect of bubbles, and cou-
pling with external motion of the floating body on which the
sloshing liquid acts.
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Influence of Wall Proximity on the
Lift and Drag of a Particle in an
Oscillatory Flow
We report on the lift and drag forces on a stationary sphere subjected to a wall-bounded
oscillatory flow. We show how these forces depend on two parameters, namely, the dis-
tance between the particle and the bounding wall, and on the frequency of the oscillatory
flow. The forces were obtained from numerical solutions of the unsteady incompressible
Navier–Stokes equations. For the range of parameters considered, a spectral analysis
found that the forces depended on a small number of degrees of freedom. The drag force
manifested little change in character as the parameters varied. On the other hand, the lift
force varied significantly: We found that the lift force can have a positive as well as a
negative time-averaged value, with an intermediate range of external forcing periods in
which enhanced positive lift is possible. Furthermore, we determined that this force
exhibits a viscous-dominated and a pressure-dominated range of
parameters.fDOI: 10.1115/1.1905647g

1 Introduction
We study the lift and drag forces on a sphere that is held a fixed

distance away from an ideally smooth wall. The sphere is im-
mersed in an incompressible fluid that is subjected to time-
periodic forcing. This study is a follow-up on Fischer et al.f1g
shereafter referred to as FLR02d, in which we explored the depen-
dence of the lift and drag on the Reynolds number and the non-
dimensional forcing period, referred to as the Keulegan–Carpenter
number. In that study the sphere was also held fixed in time and
space; however, it rested on the bounding wall. The methodology
followed here is the same as in FLR02: We use time-dependent
three-dimensional simulations of the Navier–Stokes equations to
obtain the flow from which we can obtain the lift and drag on the
particle.

In FLR02, we reported that, for the range of parameters con-
sidered, the lift and drag varied more dramatically with changes in
the Keulegan–Carpenter number rather than with changes in the
Reynolds number. In this study we focus on how these forces
depend on the Keulegan–Carpenter number and on thegap, which
is the shortest distance between the surface of the sphere and the
wall, normalized to the diameter of the particle.

Numerous studies have examined oscillatory flows past station-
ary cylindersse.g., Bearman et al.f2g, Sarpkayaf3g, Obajasu et al.
f4g, Justesenf5gd. Many of these studies have been motivated
primarily by the need to characterize forces resulting from rhyth-
mic flow around submerged pipes in oceanic settings. Little, how-
ever, has appeared in print regarding forces on a spherical particle
in an oscillating flow, particularly in proximity to a bounding wall.
When one compares the experimental results of Rosenthal and
Sleathf6g and FLR02, it becomes clear that the topological dif-
ferences between two-dimensional cylinder flow and three-
dimensional flow past a sphere prevent one from extrapolating the
cylinder results to the spherical case.

Our flow configuration is characterized by the three indepen-
dent flow parameters: The Keulegan–Carpenter number, the Rey-
nolds number, and the gap. The resulting fluid motion due to an
oscillating far-field velocity field is unsteady, and thus steady-state

or unidirectional analyses are not generally applicable. Hence, the
Keulegan–Carpenter number plays a more prominent role in de-
termining the nature of the flow than does the Reynolds number.
Indeed, this was borne out in FLR02: Variations in the flow were
significantly more dramatic when the Keulegan–Carpenter num-
ber was varied, rather than when the Reynolds number was varied,
when the particle was resting on the bounding wall. Our present
calculations do not indicate that introducing a gap changes this
outcome much. Hence, all results presented here correspond to a
fixed Reynolds number of 100. The insensitivity of the lift and
drag to the Reynolds number is not totally unexpected: The Rey-
nolds number is defined in terms of the maximum speed of the
far-field sbulkd flow, the diameter of the particle, and the fluid
viscosity. This choice of Reynolds number is more appropriate for
a steady-flow situation; nevertheless, we use it because FLR02 as
well as this study were inspired by experimental work due to
Rosenthal and Sleathf6g in which the Reynolds number was de-
fined as stated above. The gap parameter, on the other hand, is
particularly important because the proximity of a wall to an object
subjected to steady flows has a significant influence on the forces
experienced by the particlessee Hallf7g, Cherukat et al.f8g, As-
molov and McLaughlinf9g, and references mentioned in these
worksd. It would be reasonable to expect important changes on the
lift and drag forces on a particle subjected to a flow in the vicinity
of a wall when the gap width is varied, especially if the boundary
layers in the neighborhood of the wall and the sphere are compa-
rable to the gap width.

In Sec. 2 we describe the physical configuration of the particle
and the flow. We also briefly describe how this flow is computed
numerically. In Sec. 3 we present the numerical results of mea-
surements of the drag force and discuss its dependence on the gap
and frequency parameters of the flow. In Sec. 4 we discuss the
results for the lift force. In Sec. 5 we consider the dynamic impli-
cations of combined drag and lift forces. We also describe the
qualitative changes that occur in the flow field and how they relate
to changes on the lift and drag forces. A summary of the results
appears in Sec. 6.

2 Computational Model
Our computational model is based on the incompressible

Navier–Stokes equations, given in nondimensional form by

]u

]t
+ u · ¹ u = − ¹ p +

1

Re
¹2u, s1d

1Corresponding author. Telephone:s520d 621-4367, Fax:s520d 621-8322.
Contributed by the Fluids Engineering Division for publication in the JOURNAL OF

FLUIDS ENGINEERING. Manuscript received by the Fluids Engineering Division May
14, 2004; final revision received December 4, 2004. Associate Editor: S. Balachan-
dar.

Journal of Fluids Engineering MAY 2005, Vol. 127 / 583Copyright © 2005 by ASME

Downloaded 03 Jun 2010 to 171.66.16.154. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



¹ ·u = 0, s2d

where u=su,v ,wd is the nondimensional velocity andp is the
pressure normalized by the fluid densityr. The equations are non-
dimensionalized by the characteristic length-scaleD, the particle
diameter, and the convective time scale,D /U, where U is the
amplitude of oscillation in the far-field velocity. The Reynolds
number is ReªUD /n, with n the kinematic viscosity. The results
presented below have a fixed Reynolds number of Re=100.

The discretization ofs1d is based on the spectral element
method in space and a characteristics-based second-order accurate
splitting in timesMaday et al.f10gd. Full details of the discretiza-
tion can be found in FLR02 and Fischerf11g. The computational
domain is the parallelepipedf−Lx,Lxg3 f−Ly,0g3 f0,Lzg. Homo-
geneous Dirichlet conditionssu=0d are applied on the bounding
wall, located atz=0, and on the surface of the unit-diameter
sphere centered atsx,y,zd= s0,0,1

2 +ed. Here,e is the nondimen-
sional gap width, referenced to the diameterD of the sphere.
Boundary conditions on they=−Ly andz=Lz planes are free-slip,
no-penetration, which correspond to reflection symmetry about
the given plane. In order to reduce computational cost, symmetry
conditions are also employed about they=0 plane. A full three-
dimensional calculation carried out in FLR02 demonstrated the
appropriateness of the bilateral symmetry assumption under the
current flow conditions. Table 1 lists the domain sizes and number
of elements,K, employed for each value ofe considered. All
reported cases are run with polynomial degreeN=5 in each ele-
ment. For all cases, the time step size wasDt=0.05, in convective
time units. Note that it is the convective timescale that determines
the stability and accuracy constraints onDt and not the periodt.
The CPU time per simulation period thus scales in direct propor-
tion to t.

Several mesh convergence studies withN=8 andN=10 con-
firmed mesh independence. The appropriateness of the timestep
and domain sizes were also confirmed. For the particular case of
e=1, t=10, the mean lift for a simulation withN=10, K=9632,
Dt=0.025, and domain dimensionssLx,Ly,Lzd=s38,16,15d was
found to be within 0.4% of the production simulation run. The
maximum difference in the lift coefficient was 0.9% over a given
period.

The base flow conditions are such that, in the absence of the
particle, the nondimensionalized velocity field would be

ub = SsinS2pt

t
D − e−z/d sinS2pt

t
− z/dD,0,0D , s3d

which corresponds to a unit-amplitude velocity field oscillating
back and forth in thex direction with nondimensional periodt.
For viscous flows, this results in a time-periodic boundary layer
with characteristic thickness

d =Î t

p Re
.

In this study the period is in the range 10øtø300, and thus the
Stokes layer range is 0.17,d,0.98, which is comparable to the
range of the gap, 0.0156øeø1.0.

As in FLR02, we useu=0 as an initial condition in all cases.
The base flow is established in one of two ways, depending on the
period. For relatively short periodsstø40d, periodic boundary
conditions are used in thex direction, and the flow is forced by a
time-periodic mean pressure gradient. Becauses1d is linear in p,
we can write the pressure as

p = p8sx,y,z,td + p0sx,td, s4d

where

p0 ª
2px

t
cosS2pt

t
D s5d

supplies the desired time-dependent mean pressure gradient and
p8 is the computed perturbation pressure, which is spatially peri-
odic. Note that drag-coefficient computations must include the full
pressures4d and not just the computed perturbationp8.

For longer periods, the base flow is established by specifying
Dirichlet conditions on either end of the domain. When the far-
field base flow is in the positivex direction, we set
us−Lx,y,z,td=ub and use a homogeneous Neumann condition at
x= +Lx. When the far-field base flow is in the negativex direction,
we reverse these conditions. The Neumann condition corresponds
to the usual outflowsnaturald boundary condition associated with
the Stokes subproblem that is solved in each step. Note that the
required hydrostatic forcing results directly from application of
the boundary conditions and that the auxiliary pressurep0 is not
needed.

We tested the consistency of the results with regard to changing
boundary condition strategies. The maximum difference between
the lift computed with the periodic boundary conditions and the
inflow–outflow boundary conditions fort=40 and e=0.5 was
0.34%.

At each time step, we compute the lift and drag coefficients,
given by

CL =
Fz

1

2
ArU2

, s6d

CD =
Fx

1

2
ArU2

, s7d

respectively, whereFx andFz are components of the dimensional
force on the particle andA=pD2/4 is the cross-sectional area. We
introduce additional subscriptsm, M, andA to indicate the respec-
tive minimum, maximum, and average ofs6d ands7d over a single
cycle in the time-periodic flow state.

3 Drag Calculations
The numerical simulations result in time histories of drag and

lift data for eachst ,ed pairing. A typical set of drag histories is
shown in Fig. 1 for the case ofe=0.5 and several values oft.
Figure 2 shows the constituent viscous and pressure contributions
to the drag for the same cases. Over the range of parameters
considered, the drag behavior is smooth and essentially mono-
chromatic, with a dominant frequency off =2p /t. The pressure
and viscous contributions are slightly out of phase for smallt. The
phase lag becomes smaller ast increases. These curves also show
that only a few oscillations are required to obtain a periodic state,
starting from rest, with a somewhat longer time frame for smallt.
All of the summary datasminimum, maximum, and averaged are
computed during the final period.

In Fig. 3, we plotCDM
se ,td, the peak drag coefficient, for each

of the gap values considered. Ast→0, CDM
exhibits a rapid in-

crease and a similar value for all of the gaps considered. For the

Table 1 Gap size, domain dimensions, and number of
elements

e Lx Ly Lz K

0.0156 27.5 5.5 7.8156 2836
0.125 27.5 5.5 7.925 2836
0.25 28.0 9.0 10.50 4116
0.50 28.0 9.0 10.75 4116
0.70 28.0 9.0 11.00 4116
1.00 28.0 9.0 11.75 4116
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larger periods, there is a significant spread in the drag coefficient
as a function of the gap, with larger gaps corresponding to in-
creasedCDM

.
The drag behavior can be understood by considering its con-

stituent pressure and viscous components. The pressure drag con-
sists of a term arising from the mean pressure gradient that drives
the flow,]p0/]x, and a term associated with the computed pertur-
bation pressurep8. From s4d and s5d, we see that the mean com-
ponent scales ast−1, and we may expect this term to dominate the
overall drag for sufficiently small periods. Because the mean pres-
sure varies linearly withx, its contribution to drag is simply the
pressure gradient times the volume of the particle. When normal-
ized by 1

2rU2, the resulting contribution toCDM
is

CDM,0
=

8p

3

1

t
. s8d

While an inverse power-law trend is indicated by the data in Fig.
3, the exponent is not self-evident. In Fig. 4 we plot theCDM

for
e=0.125, along with its respective pressure and viscous contribu-
tions, CDM,p

andCDM,n
. sNote thatCDM

equalsCDM,p
+CDM,n

only
when the pressure and viscous forces are in phase.d The slope of
CDM,p

on this log–log scale indicates an exponent of about −0.63
at t=10, indicating that we are outside of the range wheres8d is
dominating the overall pressure. An extension tos8d is obtained
by accounting for the flow-separation that results in additional

Fig. 1 Drag histories for e=0.5; „a… t=10, „b… t=40, „c… t=120, and „d… t=260

Fig. 2 Pressure and viscous contributions to the drag histories for e=0.5; „a… t
=10, „b… t=40, „c… t=120, and „d… t=260
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pressure dragsthe p8 contributiond. Supposing the flow is fully
separatedsi.e., CD8<1d,

CDp
< 1 +

8p

3

1

t
, s9d

which is also plotted in Fig. 4.
The magnitude ofs9d is in reasonable agreement withCDM,p

for
the smaller periods but is not correct for larget, wheres9d →1,
while CDM,p

→0 ast increases. This result is to be expected be-

cause the physics in the large-t limit is quite different due to the
interaction of the Stokes layer with the particle. Figure 4 reveals
that CDM

drops substantially below unity for larget. This drop is
explained by the momentum deficit associated with the Stokes
layer near the wall, which is growing ast1/2. Particles within the
Stokes layer do not “see” the full velocity magnitude,U. One
might, therefore, expect that particles further from the wall would
exhibit larger values ofCDM

in the large-t limit. Conversely, for

Fig. 3 CDM
as a function of gap e and period t

Fig. 4 CDM
, CDM,p

, and CDM,n
for e=0.125. Also plotted are Eqs. „8… and „9…
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small t and, hence, smalld, the drag behavior should not be
strongly dependent one. These behaviors are indeed evident in
Fig. 3.

Regarding the viscous contribution to the drag, one can make
arguments similar to that for the pressure in the case of short
periods. The peak value of the viscous drag will scale as

bArnU / d̃, whereA is the cross-sectional area,b an order-unity

constant, andd̃ a characteristic boundary layer thickness on the
particle surface. Standard dimensional arguments imply that the
boundary layer thickness scales assnt̃d1/2, where t̃ is a relevant
viscous time scale. For long periodssneglecting any interaction
with the Stokes layerd, t̃ is essentially the time of flight for a fluid
particle to pass the sphere, which is unity given our choice of

nondimensionalization. For short periods, the time scale will be
t̃<t /2, which is the length of time that the flow proceeds in a
given direction. Thus, in the small-t limit, we expect the viscous
drag contribution to scale ast−0.5. In fact, we observe in Fig. 4
CDM,n

<Ost−0.4d for t=10, which is in reasonable agreement with
this analysis.

4 Lift Calculations
Figure 5 shows the lift histories for thee=0.5 case at values of

t corresponding to the drag cases of Fig. 1. Figure 6 shows the
viscous and pressure contributions to the lift for the same cases.
We see that the time history of the lift does not exhibit the nearly
simple harmonic behavior observed in the drag histories. For the

Fig. 5 Lift histories for e=0.5; „a… t=10, „b… t=40, „c… t=120, and „d… t=260

Fig. 6 Pressure and viscous contributions to the lift histories for e=0.5; „a… t
=10, „b… t=40, „c… t=120, and „d… t=260
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shortest period,t=10, the behavior is dominated by a single fre-
quency, which is twice the fundamental frequency due to the fore-
aft symmetry of the flow conditions. Nonetheless, the negative
extrema are more sharply peaked than the positive extrema, thus
indicating the presence of higher harmonics. In Fig. 6 the contrast-
ing sharpness of the peaks is clearly present in both the viscous
and pressure lift contributions. Fort=40, a strong subharmonic at
t /4 is present in both the viscous and pressure lift contributions.
Finally, for t=260, we return to a strong fundamental signal with
period t /2. However, the viscous and pressure peaks are out of
phase, such that the total lift is essentially a flat signal with peri-
odic negative spikes. The negative extrema coincide with the
change in sign of the bulk velocity field given bys3d.

Figure 7 shows the maximum, minimum, and average lift as a
function of e and t. By symmetry considerations, the lift is ex-
pected to go to zero ase gets large. The figures clearly show this
trend. We examined thee=4 casesnot shown in this paperd to
confirm this outcome. We found that the lift becomes nearly
simple-oscillatory with periodt /2 and that its magnitude, for a
fixed t, is smaller than all other cases considered here, that is,
tending to zero. In addition, the lift is expected to go to zero ast
goes to infinity. We return to this point in the subsequent discus-
sion.

A salient feature of Fig. 7 is the appearance of a regime of
parameters that exhibit significant positive time-averaged lift,CLA

,
which we refer to as the transitional regime. The transitional range
of parameter space ranges from roughlyt=30 to t=100. The
figure shows an increase in the average lift in the transitional
regime, particularly for small-gap cases. Below that transitional

regime is one in which the average lift can be negative. That is,
for a given gap width, there are values oft small enough for
which there is a net suction. On the other side of the transitional
regime,CLA

does not change considerably witht and represents a
lift force that, on average, is directed away from the bounding
wall. The e=0 case has the most pronounced transitional region.
Figure 7 shows that the maximum lift fore=0 is positive for all
t.10. In FLR02, however, we found that the maximum quickly
tends to zero for values oft,10. For the larger gap sizes inves-
tigated si.e., for e close to unityd, the average lift is small and
negative att=10.

Figure 8 shows the viscous and pressure components of the
computed average lift as a function ofe andt. These plots reveal
viscous- and pressure-dominated lift regimes which are separated
by a cross-over point ine-t space. For small gap widths, this
crossover either does not occur or occurs for periods smaller than
the ones examined in this study. In Fig. 8sad we see no crossover.
In the remaining figures we see a crossover between the viscous
and pressure components. Furthermore, the crossover point
clearly tends to larger values oft ase increases. Figure 9 shows
the average lift regimes borne out of the numerical simulations.
The crossover points were obtained numerically and were con-
nected in the figure by straight lines. The average lift value at
which crossover occurs becomes smaller in magnitude as botht
ande get larger.

As mentioned, for fixede, the lift is expected to go to zero ast

Fig. 7 „a… CLM
, „b… CLm

, „c… and „d… CLA
as a function of gap e and period t; „d… shows small t details of CLA
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goes to infinity. This would be the limit of Stokes flow.1 Our
computational configuration does not allow us to explore this
limit, but the tendency is certainly present. It may be somewhat
puzzling to consider the Stokes flow limit if we are holding the
Reynolds number fixed at 100 in our exploration of parameter
space. The apparent contradiction is resolved by realizing the
Reynolds number used here, based on the external flow, becomes
less relevant in the regime of very larget: As t goes to infinity the
Stokes layer thickness gets largersat a rate proportional tot1/2d;
the Stokes layer becomes infinitely large, when compared toD,
and the impinging velocity shear goes to zero.

To gain further insight to the nature of the lift force in the large-
t limit, we conducted a separate set of steady-state calculations.
We considered the lift conditions in the larget limit for the par-
ticular casee=0.5. Ast→`, we can expect the flow conditions to

1Not to be confused with Stokes boundary layer solution to oscillatory bounded
flows.

Fig. 8 CLA
„solid …, average of the viscous component of the lift „diamonds …, average of the

pressure component of the lift „stars …; as a function of t, for „a… e=0.250, „b… e=0.375, „c… e
=0.425, „d… e=0.500, and „e… e=0.750. Note scales.

Fig. 9 Boundary line in „e ,t…-space for the pressure and the
viscous dominated regimes for the average lift CLA

. The calcu-
lated points have been connected by straight lines.
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be quasi steady-state andd@1. Under these conditions, the back-
ground velocity profile near the wall isu<s0,0,czd. Here,c is
found by differentiatings3d,

c = U ]ub

]z
U

z=0
=

1

d
ssins2pt/td + coss2pt/tdd,

which takes as its maximumsover timed

cmax=
Î2

d
=Î2p Re

t
.

For e=0.5, the center of the sphere is located atz=1 and the
velocity at the sphere center is thusU*

ªc. The steady-state cal-
culations used the same computational domain as considered in
the oscillatory case but with boundary conditions such that the
base flow corresponds to plane Couette flow withu<s0,0,zd
si.e., the flow is normalized by the base-flow velocityU*d. We
considered a series of trial runs with finite Reynolds numbers,
Re*

ªDU* /n in the range of Re* =10−4–101. The computed lift
coefficients are shown in Fig. 10 and clearly show a trend toward
an order unity constant. From the data,

CL
*
ª

L*

1

2
rsU*d2

< 3.6.

The dimensional relationship betweenCL
* andCL is

CL = SU*

U
D2

CL
* =

2p Re

t
CL

* ,

from which we conclude that

CLM
, 3.6

2p Re

t

as t→`, for e=0.5. For other values ofe we would expect a
similar trend with a different order unity constant. Note that, for

this limit to apply, we must haved.1+e sthe normalized sphere
heightd, which impliest@p Res1+ed2.

Figure 11 shows the spectral content ofCLst ;t ;ed, correspond-
ing to the cases considered in Fig. 5. The most prominent feature
of these plots is the relatively few degrees of freedom present in
the lift signal, which suggests that a simple and practical param-
etrization of the lift might be possible. Regardless of the forcing
period, the spectra will always contain the half-period signalsthe
lift goes through two cycles per forced oscillationd. For short-
period forcing, the spectra indicate that nearly all of the energy in
the lift is captured by thet /2-period degree of freedom. Ast
increases, a cascade of subharmonics appears. The overall energy
of the signal also decreasessi.e., the lift decreasesd. For larger
values oft, the spectrum becomes more regular; that is, the cas-
cade contains commensurate subharmonics. An example of this is
shown in Figs. 11scd and 11sdd. Furthermore, as the gap is in-
creased, the spectrum becomes more regular, and the energy in the
subperiods decreases significantly. Examination of all the spectra,
particularly for larget, did not yield a power law relationship in
the spectrum. For midvalues of the period, say betweent=30 and
t=100, the spectra is more complex: Not only are subharmonics
present and large, but other degrees of freedom can be seen in the
spectra. In fact the half-period component seen in Fig. 11sbd is
smaller than other spectral components for thet=40 case.

Figure 6 shows that the phase between the viscous and the
pressure components of the lift is not constant across allt. For
small values oft the two components are largely in phase, and the
two components play nearly equally important roles in determin-
ing the lift. In the transitional region, however, the two compo-
nents exhibit complex phase relationships and comparable magni-
tudes. For longer periods the magnitude of both components falls
dramatically, the pressure component dominates, and the phase is
still fairly complex. This situation is illustrated in Fig. 12, where
the points represent values of the components of the lift–drag at
different times. The trajectory direction is clockwise for advanc-
ing time, except for Fig. 12sbd, which incidentally, corresponds to

Fig. 10 Lift for a sphere in a plane Couette flow, e=0.5, for a Re *=DU*/n in the range of Re *

=10−4–101

590 / Vol. 127, MAY 2005 Transactions of the ASME

Downloaded 03 Jun 2010 to 171.66.16.154. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



a case in the transitional range. Figure 12sad corresponds toe
=0.5 andt=10. For the same gap andt=40, Fig. 12sbd shows that
the trajectory is a distorted “Fig. 8.” The rightmost portion of the
8 is progressing clockwise. With largert, the Fig. 8 settles to a
shape similar to that shown in Fig. 12sdd, thet=260 case. Of note
is how quickly the pressure component of the lift grows and drops
in all cases. In these figures a few spurious points correspond to
the early times of the simulation, when transients are present.

5 Combined Lift and Drag
We examine next the combined action of the lift and drag forces

and relate certain features of these forces to qualitative changes in
the vorticity field. To do so, we have computed force phase dia-
grams. In contrast to Fig. 12, however, these phase diagrams plot
the history of the lift against the drag. The phase diagrams are
plotted as histories, time being quoted in fractions of the period.
In addition, we display the velocity and the magnitude of the
vorticity at the associated stages during the cycle. Since the forces
are periodic, we display the magnitude of the vorticity only for
times after one half-period has transpired.

For e=0.5 andt=40, we see in Fig. 13 that the maximum lift is
attained when the far field velocity magnitude is near zero. The
ascent in phase space, from the second smallest value of the lift to
the largest, occurs very quickly. As the velocity magnitude in-
creases the drag increases further, the lift quickly reaches its mini-
mal value and is then driven slowly to the maximum drag point.
Later, as the asymmetry in the vorticity increases, both the drag

and the lift decrease. The climb to the maximum value of the lift,
following the second smallest value of the lift, is characterized by
a considerable amount of vorticity in the neighborhood of the
bounding wall.

In Fig. 14 we see that the magnitude of the lift in thee=1 and
t=40 case is smaller than in thee=0.5 andt=40 case. We also
see that the lift is small in comparison to the drag. In this instance,
the lift has only one minimum and one maximum. The lift maxi-
mum coincides with an increase in the asymmetry in the vorticity
distribution. This case, as well as that of Fig. 13, belongs to the
viscous-dominated average-lift regime.

Figure 15 shows the phase portrait and velocity–vorticity dis-
tributions for thee=0.5 andt=120 case. In contrast to the pre-
ceding cases, it corresponds to a pressure-dominated-regime case.
Of note is the appearance of two maxima in the lift and one
minimum. We observe, as well, that the time progression of the
changes in the lift and drag as a function of time occur more
smoothly than in thet=40 case. We also note that the lift–drag
magnitude ratio of this case is similar to thee=1.0, t=40 case.
The main characteristic that makes this case different from the
viscous-dominated cases is the proportion of time the lift is of one
sign sin this case positived.

We can relate the spectral analysis of the lift, some of which
appears in Fig. 11, to the phase plots. Doing so, we reach the
following general conclusions: Over a full period of the forcing,
the two largest maxima and minima in the lift are correlated in
time with the largest spectral components. The smaller features

Fig. 11 Spectrum of CL„t ; t ,e… for e=0.500; „a… t=10, „b… t=40, „c… t=120, and „d… t=260. Amplitude scaled to CL.
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are correlated to the smaller amplitude spectral components as
well. Since the phase portraits are periodic, with period equal to
half the forcing period, the periods of the spectral components
smaller than the dominant one must be additively commensurate
in smaller groups, usually two. In the transition regime, where the
largest spectral component is not the half-period of the forcing,
the largest extremum is associated with the largest component of
the spectrum, the half-period component with the next largest
component. Qualitatively, for moderatee and the larger-t range,
the lift is characterized by a smaller but more sustained positive
lift. For the samee and t in the transitional range, the lift is
characterized by more peaked and shorter-lived bursts. One may
speculate that this difference in behavior, when comparing the
transitional and the larger-t regimes, may be associated in an ide-
alized fluid flow as follows: supposing that the buoyancy and lift
forces on a particle are comparable in this idealized flow, the
transitional regime would be more effective in dislodgement and
the longer period regime more effective in keeping a particle in
suspension.

6 Summary
In Fischer et al.f1g we numerically computed the lift and drag

on a stationary sphere in the neighborhood of an ideal wall bound-
ary, subjected to a time-periodic fluid flow. The lift and drag were
obtained as a function of the period of external forcing and Rey-

nolds number. Here we explored how the lift and drag forces
change as the gap as well as the forcing period parameters are
varied.

The drag force is found to be very uniform in character, for a
wide range of period and gap values. The drag is the prevalent
force, when compared to the lift, if consideration is limited solely
to their relative magnitude; nevertheless the complex phase rela-
tionship between the lift and drag suggests that in some contexts
ignoring one of the components of the total force would yield a
poor description of the dynamics of a particle, unless, perhaps,
when the buoyancy force is overwhelming.

We found that there are clearly identifiable regimes in which
the average lift is primarily described as viscous- or pressure-
dominated. We find that the lift has a range inse ,td parameter
space in which enhancement takes place and that the lift force is
qualitatively different when the gap is present, as compared to the
situation where the gap is not there.

This study raises several questions, the most important being
the following: Why is there a parameter regime of enhanced av-
eraged lift? What is the underlying reason for there being a pres-
sure and viscous dominated regime in the lift?

This study also concludes that one should be able to build a
robust and widely applicable model for the combined lift and drag
forces on particles subjected to oscillatory flows. To this end this
paper provides a fairly complete description of the forces that
should be of considerable aid in formulating such a model.

Fig. 12 Phase relationship between the pressure and viscous components of the average lift CLA
, for e=0.5; „a… t=10, „b… t

=40, „c… t=120, and „d… t=260. Shown here is the superposition of 6.5 periods of data, including the initial transient data.
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Fig. 13 Vorticity magnitude, velocity profiles, and phase portrait at t /t=0.375, 0.500, 0.625, 0.750, 0.875, and 0.975 for e=0.5, t
=40

Fig. 14 Vorticity magnitude, velocity profiles, and phase portrait at t /t=0.375, 0.500, 0.625, 0.750, 0.875, and 0.975 for e=1.0, t
=40
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Several authors, among them Rubinov and Kellerf12g, Honji
and Tanedaf13g, Kurose and Komorif14g, and Kim and Choi
f15g, have found that the estimate on the lift forces of spheres and
cylinders in steady flows can be significantly affected by ignoring
torque. In a future study we intend to take up this question in the
context of oscillatory flows using similar methods to those used in
this work. Later, we will also characterize the lift and drag forces
on a freely moving particle and determine if there is a preferential
combination of parameters that lead to sustained suspension or
particle dislodgement.

The computed data for lift and drag as a function of time, for
periods 10øtø300 and gaps 0øeø1, is available and may be
obtained by contacting the authors.
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Slot Jet Impinging On A Concave
Curved Wall
In order to study the aerodynamics of a slot jet impinging a concave wall, flow visual-
izations, velocity measurements by particle image velocimetry (PIV) (mean velocity fields
and the Reynolds stresses) and mean pressure measurements were carried out. Among the
studied parameters is the effect of the relative curvature of the wall, in particular the low
curvature radius because of the presence of three semistable positions. It is the first time
that this type of behavior is observed in fluid mechanics. Thus three flow modes are
observed and their behaviors are described. These different behaviors modify consider-
ably the impinging jet structure and the turbulence values. Finally, from the pressure
measurements, we were able to determine a criterion that allows us to know the behavior
of the jet. fDOI: 10.1115/1.1905643g

Introduction
One of the means frequently used by the manufacturers of air-

plane engines to cool the turbine blades is the impinging jets
technique coupled with the film cooling technique, this process
improves thermal exchanges between walls and fluid. The aim of
this technique is to bring a certain quantity of “fresh” air from the
engine compressor level and to restore it to the turbine level. This
fluid goes inside the blades and is ejected, through several lines of
small holes, on the inner part of the blades. By conduction, the
heat of the blade is thus “pumped” by the fluid. Because of the
low gap between the internal wall of the blade and the holes, we
often model this flow by several lines of jets impinging a plane
wall. However, for the leading edge of the blade, this assumption
splane walld is not true: The jets impinge upon a concave surface.

Also, after many studies of jets impinging on a plane wall, we
have chosen to study the influence of several characteristic param-
eters of jets impinging on a curved wall: The radius of curvature
of the wall, the impingement heightsjet exit-to-surface spacingd,
and the Reynolds number.

Even though the subject was studied for many yearssfirst study
in 1969d, the number of studies concerning onesor severald im-
pinging jet on a curved wall remains low: Less than fifteen in the
past three decades. Preceding the Eighties, the majority of the
studies done only relate to the thermal aspect of the problem with
an estimation of thermal correlations Nu=fsRed. During the
Eighties the first measurements of pressure appeared, while in the
Nineties the interest shifted to visualizations of the physical phe-
nomena. It is only very recently that the studies related to the
velocity field of the flow generated by impinging jets on a curved
wall smain subject of our studyd have appeared. These are sum-
marized below.

Visualizations. Gau and Chungf1g carried out smoke wire vi-
sualizations for a plane jet impinging on a curvedsconcave and
convexd surface. They observed, like in the plane wall case, the
formation of vortices in the mixing layer of the jet. They noticed
that, when the slot width increased, the formation of the vortices
occurred closer to the slot exit, thus decreasing the potential core
of the jet. They estimated that this reduction causes an increase of
the heat transfer at the stagnation point. After the impact, these
structures are convected downstream of the stagnation point in the
wall jet. The flow structure then becomes turbulent and is not
easily analyzable.

Cornaro et al.f2g also carried out smoke wire visualizations for
a turbulent axisymmetric jet impinging on a semicylindrical con-
cave surface. They studied the effects of the nozzle-to-surface
distance and the relative curvature of the surface. Initially, they
observed that the flow in the case of a concave surface is very
unstable, taking into account the destabilizing effect of the cen-
trifugal force and the interaction which exists between the outgo-
ing flow swall jetd and the flow exiting the nozzle. This interaction
reduces the probability of obtaining stable vortices in the jet. As in
the case of the plane surface, two behaviors are distinguished
according to the nozzle-to-surface distance: When a surface is
placed at the end of the potential core, they observe a random
radial oscillation of the stagnation point which destroys the vorti-
cal structures and the jet symmetry. For lower distancesH /d
<1d, this instability disappears: The stagnation point no longer
oscillates, although a strong axial oscillation of the wall jet is
observed. Small vortices are observed in the wall jet and keep
their integrity until the end of the curved surface. Their study on
the effect of the relative curvature indicates that, whenDc/d in-
creases, vortices appear in the mixing layers of the jet but they
disappear as soon as they interact with the curved surface. Only
for nozzle-to-surface distances larger than 5.26 distinct vortices
are observed. However, the relative curvature effect is often
masked by the strong oscillations of the stagnation point and the
wall jet observed for the higher nozzle-to-surface distances
sH /d.4d or the lowest nozzle-to-surface distancesH /d,1d.

Pressure.In 1981, Hrycakf3g indicates that the static pressure
along the axis of an axisymmetric jet is independent of the nozzle-
to-surface distance or the Reynolds number. However, in the vi-
cinity of the wall, he shows that the static pressure is suddenly
increased. Moreover, he observes in the mixing layer of the jet,
that the static pressure is negative. He explains this negative pres-
sure by the presence of a pressure gradient which is necessary for
jet entrainment.

Similarly for the plane jet, Brahma et al.f4g divided the flow in
the vicinity of an axisymmetric jet impinging on a concave hemi-
spherical surface into two zonessstagnation region, wall jetd. For
each of these regions, Brahma et al.f4g defined two parts: An
inner region corresponding to a conventionalslaminard boundary
layer and an outer region resembling a turbulent free jet. They
evaluated, at the stagnation point, the momentum thickness of the
boundary layer in order to estimatesby an extension of Polhaus-
en’s approximate methodd the thickness of the thermal boundary
layer and the local Nusselt number. They observed that these
thickness values depend on the distanceH /b.

Lee et al.f5g carried out wall pressure measurements for an
axisymmetric jet impinging on a concave hemispherical surface.
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They observed that the wall pressure coefficientsCpd is maximum
at the stagnation point and decreases along the surface for all the
Reynolds number values and all the relative curvature studied.
They also observed that all the pressure profiles intersect atr /d
=0.8 and that, beyond this point, the wall pressure becomes un-
stable. They explain this behavior by the production of an unstable
distribution of moment-of-momentum created in the boundary
layer which develops on the concave wall. Finally, they noted that
the maximum value of the pressure, located at the stagnation
point, decreases with the nozzle-to-surface distance.

Average and Fluctuating Velocity Field.Hrycak f6g was first
interested by the axial velocity of an axisymmetric jet impinging a
concave hemispherical surface. He notices that the axial velocity
profiles have the same behavior as in the case of a plane surface.
He finds a potential coresshorter than in the plane surface cased
where the axial velocity is constant and equal to the exit velocity.
Approaching the wall, the axial velocity strongly decreases.

Choi et al. f7g carried out velocity measurements with laser
doppler anemometrysLDA d for a free jet and an impinging jet.
They studied the effect of the nozzle-to-surface distance on the
velocity fluctuations in order to explain the heat transfer results
from the velocity measurements. First, they notice that the thick-
ness of the stagnation regionsdefined as the thickness where the
axial velocity profile deviates from the free jet velocity profiled is
around 2b. They show that the axial velocity fluctuations strongly
increase in the stagnation region because of the reduction of the
axial velocity when the flow approaches the surface. For a nozzle-
to-surface distance around 10bsi.e., higher than the length of the
potential cored, they noticed that the concave surface makes flow
entrainment difficult, inducing a reduction in the turbulence level
scompared to the free jet cased. For the nozzle-to-surface distance
studied, Choi et al.f7g observe that the wall jet grows in the main
flow direction but becomes weaker when the nozzle-to-surface
distance decreases. They consider that this reduction creates an
increase of the heat transfer rate when the nozzle-to-surface dis-
tance is small. For the lowest distancesH /b,0.5d, they observe
an acceleration of the flow in the wall jet leading to radial velocity
higher than the velocity jetsUr /Uj .1d. In conclusion, they esti-
mate that the fluctuations of the radial velocity in the wall jet
generate the second peak of the heat transfersat s/b=4 to 5d
observed for lower nozzle-to-surface distances.

Yang et al.f8g specify that the shape of the slot influences the
characteristics of the jet. They carried out velocity measurements
using hot wire technique for three different slot nozzlesfround,
rectangular shaped and two-dimensionals2Dd contoured nozzleg.
They show that the mean and fluctuating velocity profiles are
different according to the initial conditions. This difference modi-
fies the characteristics of heat transfer at the stagnation point.

Thermal Aspect. Even though this work does not include a
thermal part, one of the main interests of this kind of study relates
to the heat and mass transfer. Thus, the main application of jets
impinging a concave surface remains the cooling of the inner part
leading edge of the turbine blade. Because of this application, the
major part of previous works only address the thermal problem. In
most of the studies, the jets are located along one or several lines
and impact a semicylindrical surface. The effects of various aero-
dynamic parameterssReynolds number Redd and geometric pa-
rameterssjet diameters, nozzle-to-surface distance, distance be-
tween the jets, etc.d are studied. The results are generally
presented by mean of correlations relating the Nusselt number to
the other parameterssgeometrical and dynamicd of the study.

In 1969, Metzger et al.f9g and Chupp et al.f10g gave the first
correlations including most of the geometrical and dynamic pa-
rameters. Metzger et al.f9g show that, on an equivalent surface,
the heat transfer for a round jetfthree-dimensionals3Ddg is higher
than for a slot jets2Dd.

Tabakoff and Clevengerf11g compare the efficiency of the heat
transfer on a semicylindrical surface for three different injections:

A slot jet, a round jet row and an array of round jets. They show
that the average heat transfer is most efficient for an array of
round jets and less efficient in the case of a slot jet. These differ-
ences are explained from the local distributions: For the slot jet,
they observe the presence of a single peak in the vicinity of the
stagnation point whereas in the case of a round jet row the distri-
bution is triangular. For the array of round jets, the distribution is
almost uniform. Under these conditions, the level of the local heat
transfer is lower than in the two other configurations but the ex-
changes are more efficient.

In 1991, Gau and Chungf1g confirm this study sNujet2D
!Nujet3Dd with more accurate measurements. They show that the
value of the Nusselt number increases with the curvature because
of the appearance of Taylor–Görtler vortices which develop along
the surfacesconfirming Thomannf12g resultsd. They found an
optimum height for which the heat transfer is maximum at ap-
proximately 8bsaccording to the results of Gardon and Akfirat
f13gd. The evolution of the Nusselt number at the stagnation point
was first studied by Lee et al.f5g for a round jet impinging on a
hemispherical surface. More recently, Choi et al.f7g show that the
heat transfer at the stagnation point for a slot jet evolves according
to nozzle-to-surface distance. For the lowest heightssH /b,2 to
3d Nu0 is maximum but decreases withH. When the nozzle-to-
surface distance increasessH /bP f3;6gd, the impinging surface
stays in the potential core but the nozzle-to-surface distance be-
comes larger than the thickness of the stagnation region. Although
the mean velocity remains constant, the fluctuations increase
which in turn causes an increase of the heat transfer. WhenH
becomes higher than the length of the potential coresH.6d the
jet velocity decreases, inducing a reduction in heat transfer.

According to the conclusions of Kataona et al.f14g, Choi et al.
f7g explain the presence of the secondary peak on the Nusselt
number graphsnears/b=4 to 5d by the transition and the creation
of vortices in the boundary layer of the wall jet.

After this review, several questions remain. Some points seem
to have a very particular importance:

The boundary conditions seem to be very important. Gau and
Chungf1g show clearly that, taking into account the geometry, the
flow after the impact disturbs the jet flow near the nozzle and
modifies the generation of the vortices. The shape of the cavity
seems to have a considerable effect on the structure of the flow.
Yang et al.f8g show that the slit geometry influences the charac-
teristics of the jetsturbulence leveld and modifies the heat transfer
at the stagnation point.

The stagnation region thickness was determined by Choi et al.
f7g, but only from velocities measured on the axis. No information
on the spatial velocity distribution or the unsteadiness of the flow
is available.

Many vortical structures develop in the vicinity of the impact
sshear layer vortices and other secondary structures close to the
walld and if their role in the heat transfer is not any more a doubt
sThomannf12gd, the modifications which involve on the aerody-
namic field seem relatively misunderstood.

To answer these questions it is necessary to know the unsteady
structure of the flow and for this reason we undertook to carry out
PIV measurements. Before studying the more complex case of a
line of discrete jets, we initially undertook the study of a slot jet in
order to highlight the structure of a jet impinging a concave
surface.

Experimental Apparatus
Initially, the main aim of our study is to determine the influence

of the curvature of the target wall on the impinging jet flow. Thus,
we choose to use the simplest model: A plane jet impinging on a
half-cylinder target. Therefore, in order to compare the present
results with those obtained during our previous studies on im-
pingement on flat wall, we kept constant most of the geometrical
parameters. In the present study, the choice of the jet geometry
s3D jet or 2D jetd is posed at first. The case of a plane jet was
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initially retained because of more academic geometry allowing to
facilitate numerical modeling even if in many industrial applica-
tions, and particularly in the turbine blades, the configuration of
multiple three-dimensional jets is commonly used. Moreover, the
plane jet is a simple, symmetrical, two-dimensional configuration
and it is more adapted to known metrologies.

Dimension of the Injector. To obtain good spatial resolution, a
slot height of 10 mm is retainedsb=10 mmd. According to Ra-
jaratnamf15g, the aspect ratio must be higher than 20 to obtain a
quasi two-dimensional flow. We will use an injector channel
300 mm broadsL /b=30d.

Type of Injection. Because of problems of confinement it was
not possible to use a converging nozzle as injection device and
thus to obtain “Top hat” profiles at the jet exit. We use an injection
device with long feeding circuitssplane channeld. Under these
conditions, we obtain “developed” velocity profiles at the jet exit.
sThis choice will, however, involve difficulties for the comparison
with the literatured.

Impinging Height. The many preceding studies on of the jets
impinging a plane wall showed that the optimal height is always
about 5 diameters. We retained three impinging heights around
this valuesH /b=H /d=3, 5, and 7d.

Impingement Surface.We retained a half-cylinder because it
is a simple geometry. The radius of curvature is more difficult to
determine. If it is too large, it approaches the limiting case con-
figuration of jet impinging on a plane wall. It should not be too
small for reasons of confinement. In the real turbine blade, it is
difficult to define only one curvature radius, the value of the rela-
tive curvaturessurface diameter divided by the slot heightd is
about 7. We thus chose to take two values framing this value:
Dc/b<5.2 and 9.4.

Side Walls.The cylindrical impingement wall is closed at these
two ends by side plates. Now the question is to know if the border
of this semicylindrical wall must be prolonged by higher and
lower plates. With the impinging heights selectedsH=30, 50, and
70 mmd and curvature radii selectedsDc=52 and 94 mmd, several
flow patterns can arise. In particular, for the lowest relative cur-
vature and the strongest impinging heights, a great part of jet is
subjected to the external disturbances. We chose to use additional
plates in order to avoid the external disturbances. The two plates
impose a more confinement, but which exists in the real blades.

Dynamic Parameters. For the comparison between the two
configurationssplane jet and 3D jetd, we retained an identical
reference lengthfjet diametersdd=slot height sbd=10 mmg. As
the section of injection is differencesSurface of injection Jet 2D
=7.64* Surface of injection Jet 3Dd, we have the choice between
using the same flow ratessbut different jet mean flow velocitiesd
or using same jet mean flow velocitiessbut different flow ratesd.
From the thermal point of view the first choice would be retained,
on the other hand from the aerodynamic point of view the second
choice is relevant. We thus chose to take a velocity identicalUj
for the two geometriessthus of identical Reynolds numbersd.

The slot is supplied by a right-angled parallelepiped channel
s955 mm long, 300 mm wide, and 10 mm highd. Thus, the slot is
10 mm high and 300 mm wide. The impingement surface consists
of a half cylinder and two plates used as higher and lower bound-
aries. All these elements are transparentsAltuglas 4 mm thickd in
order to do the visualisations and measurements by PIV velocim-
etry sFig. 1d.

The upstream side of the test sectionsFig. 2d is connected to a
fan. Flowmeters and valves are inserted between the convergent
inlet and the fan to regulate and measure the inlet flow rateQe. A
heat exchanger is used to control the jet temperature.

The three main parameters of this study are:

• The Reynolds number based on the jet mean flow velocity
Uj and the jet heightb sReb=Ujb/n=Qe/Lnd. sReb=1400,
3200, and 6400d;

• the dimensionless impinging heightsH /b=3, 5, and 7d;
• the relative curvature of the wallsDc/b=5.2,9.4d.

Since the same flow structure and the same effect of the curva-
ture radius were observed for each studied Reynolds number and
for impinging heightsH /bd higher than 4, only the results for the
configuration where Reb=3200,H /b=7 will be presented.

The free jet and the flow dynamics are characterized by the
distributions of the mean velocity and turbulence values at the jet
exit sCornaro et al.f2g, Yang et al.f8gd. The velocity distributions
of the free slot jet are measured with a hot wire anemometersthe
sampling rate is 10 KHz, 50,000 samples were recordedd. Figure 3
presents the distributions of the mean and root-mean squaresrmsd
values of the velocity for the free jet atsx/b=0d and sReb

Fig. 1 Test geometry

Fig. 2 Experimental device

Fig. 3 Distributions of mean and fluctuating values of the ve-
locity for the free jet „Reb =3200…
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=3200d. The mean velocity is divided by the velocity at the jet
axis sy/b=0d and the rms values are divided by the jet mean flow
velocity sUjd. We observe that the velocity fluctuations are very
low s<0.05Ujd near the jet axissy/b=0d but at the edge of the
nozzlesy/b= ±0.5d, the values are highers<0.13Ujd due to the
mixing layers of the jet.

Visualizations
The flow visualizations were obtained by laser tomography. The

jet flow is seeded with a smoke generatorswater and glycerined
and is illuminated with light sheets issuing from an Argon-Ion
laser. A digital camerasHCC-1000 Camera, 102431024 pixelsd
gives the possibility to record some sequences of images with
frequencies up to 1000 frames per second. During the experi-
ments, the jet is seeded only a few seconds at the beginning of the
visualizations in order to not pollute the whole field and we
waited for the disappearance of the totality of the seeding before
doing another recording. Moreover for technical and symmetry
reasons, the flow visualizations were only realized on the higher
part of the flow and for several experimental configurations.

Figure 4 presents the slot jet impinging the curved wall for the
following parameters Reb=1400,H /b=5, andDc/b=9.4. On this
“snapshot,” we observe that the jet, issuing from the left, impacts
the curved wall at its centersx/b=5; y/b=0d. Then the flow
separates and each part of the jet follows the curved wall, one part
downwards and the other one upwards. The formation of the vor-
tices is also observed in the jet mixing layers. These vortices,
characteristic of a shear layer, appear as an undulationsstarting
from x/b=3d, and develop into rolls up shapes further down-
stream. Then they impact the wall and finally convect downstream
in the wall jet.

Velocity Measurements by PIV
The velocity measurements were carried out by the particle

image velocimetrysPIVd technique. A SPECTRA-PHYSICS Nd-
YAG laser sources23200 mJ at 10 Hz and 532 nmd is used for
measurements with the PIV systemsDANTEC Technologyd that
allows us to obtain several planes of velocity. A laser beam pen-
etrates the bottom of the test rig by means of the “telescopic arm”
ERROL allowing us to illuminate the flow in the plane of interest.
Seeding is obtained using a atomizerswater and glycerined. The
mean size of the particles is less than 0.7mm.

Pictures are obtained using a Kodak MegaPlus ES 1.0w camera
s7683484 pixels double framesd working in cross-correlation
mode. TheFLOWMANAGER 2.22 software controls the Piv2000
processor which converts pictures into velocity fields.

Measurements are obtained for several experimental configura-
tions. For each configuration, 5000 independent samples of mea-
surement are recorded at 10 Hz, divided into 25 packages of 200
recordings. From an initial velocity field, validation and statistical

processes are carried out in order to obtain the mean fieldsŪ ,V̄d
and thesrmsu, rmsv, andu8v8d values.

Additional Filtering Process. To eliminate erroneous measure-
ments during the recordingsshaded zones, wall reflections, bad
seedingd, the data are filtered in each point of measurement, for
each acquisition, and each velocity component. Thus each sample
of measurement is validated according to several criteria. Then the
data processing is carried out in two steps.

In the first processing, each sample is validated according to a
significant value of the signal–noise ratiosthe threshold is fixed at
2d. This corresponds to a signal–noise ratio between the first and
the second peak of the correlation function used to determine the
velocity. Then starting from these validated values, a velocity his-
togram at each point and for each velocity component is built and
smoothed. A threshold is applied on the bottom part of the veloc-

ity histogram. The meansŪ ,V̄d and fluctuatingsrmsu, rmsvd val-
ues of the velocity are thus estimated. These estimated values are
used to obtain the boundaries of the bandwidth filter

sŪ±K* rmsud.
In the second processing, the initial measurements are again

filtered with a lower threshold than the first processing,ssignal–
noise ratio at 1.5d. Measurements are then filtered by bandwidth
re-using the results of the first processing. Supposing that the
velocity histogram is Gaussian, only the values included in the

interval sŪ±K* rmsud are validated. TheK coefficient is a mea-
sure of the confidence level and is equal to 3. The mean values
and the fluctuations for each velocity component and each point
are finally calculated. After the post processing, only the statistics
with more than 3000 validated vectors are retained.

Velocity Measurement Uncertainty. The errors inherented in
the PIV measurements were quantified according to Westerweel
f16g with a 95% confidence level. The errors of the method
mainly depends on the scale calibrations<0.65%d, the pixel dis-
placements<1.04%d, and the time interval between the two im-
agessnegligible uncertaintyd. To obtain the uncertainty of mea-
surement, it is necessary to add to the precision the various biases
of this technique. There are many biases and some of them are not
easily quantifiable. For example, we will note the bias related to
interpolation sub-pixelsWesterweelf16gd or the bias due to the
zones with strong velocity gradientsKeanef17gd. However, if we
assure that the biases are less the twice of the uncertainty allotted
to the precision, the uncertainty is estimated at 3% for the mean
values and at 6% for rms.

Most of the measurements are realized in and around the sym-
metry planesx=0d of the slot jet for all the configurations.

For the reference pointsx/b=5.3; y/b=0.7d and for the con-
figuration where Reb=3200,H /b=7, andDc/b=5.2, we observe
that the time evolution of the vertical componentV are mainly
distributed between ±3 m/s.

For the convergence calculations, only the values validated by
the data processing are used. We observe, for the reference point
sx/b=5.3; y/b=0.7d, that convergence is reachedswithin ±0.5%d
from 150 samples for the mean velocityŪ and from 2500 for the
rmsu values. Thus the recording of 5000 instantaneous velocity
fields is sufficient to obtain statistical convergence.

Results
Figure 5 is the mean velocity field obtained by PIV for the

following parameterssReb=3200; H /b=7; Dc/b=9.4d. We ob-
serve that the jet issuing from the left impacts the center of the
curved wall atsx/b=7 and y/b=0d. At this location, the flow

Fig. 4 Example of image of a jet impinging a curved wall.
„Reb =1400, H/b =5, Dc /b =9.4…
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separates in two parts. Each part of the fluid skirts the curved wall
and is symmetrical on each side of the horizontal axissy/b=0d.
Thus we observe clearly an impact on the curved wall. In this
configuration, rms values of the horizontal componentsUd have a
rather particular form: The maximum valuess<0.3 Ujd are
reached in the vicinity of the jet shear layer. These two areas
located symmetrically about thex axis meet in the vicinity of the
stagnation point and form a horseshoe shapescf. Fig. 5d. For the
vertical componentsVd, the intensity of the maximum fluctuations
is almost identical to that of the horizontal component
s<0.15Ujd. On the other hand, the location of these maxima is
different: It is close to the impact pointsx/b=7; y/b=0d.

For this configuration, we note that, for several aspects, this
behavior is similar to the one observed in the case of a single jet
impinging a plane wall. It is not the same when the wall curvature
radius is modified.

Figure 6 shows the mean velocity field obtained by PIV for the
following parameterssReb=3200; H /b=7; Dc/b=5.2d. We ob-
serve now that the jet issuing from the left does not impact di-
rectly the center of the curved wallsx/b=7 andy/b=0d. Indeed,
there is a triangular area in the vicinity of this impact point where
the velocities are very low. The mean flow is always symmetrical

about thex axis, but there seems to be a “dead fluid” area which
prevents the jet from impacting with the curved wall. Thus, the
fluid makes a half-turn and comes out, as mentioned previously, at
the top and bottom of the figure. For the horizontal and vertical
velocity fluctuations, we also observe many transformations. For
the horizontal componentsrmsud, the position and values of the
maxima evolve considerably.

Figure 6sad also shows two zones with high intensity

Fig. 5 Mean velocity field and rms u values „Reb =3200; H/b
=7; Dc /b =9.4…

Fig. 6 Mean velocity fields and rms values of horizontal com-
ponent U „a… and vertical component V „b… „Reb =3200; H/b
=7; Dc /b =5.2…

Fig. 7 Histograms of the horizontal component „a… and the vertical component
„b… at the reference point „x /b =6.7; y /b =0… „Reb =3200, H/b =7, Dc /b =9.4…

Fig. 8 Histograms of the horizontal component „a… and the vertical component
„b… at the reference point „x /b =5.3; y /b =0.7… „Reb =3200, H/b =7, Dc /b =5.2…
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s<0.6 Ujd located symmetrically about the jet axis inx/b=4.5
andy/b= ±2.5. For the vertical componentfcf. Fig. 6sbdg, we find
the same behavior as for large radius of curvature: Only a single
zone of maximum in the vicinity ofsx/b=7 andy/b=0d. How-
ever, we can notice that the level reached for the lower radius of
curvatures<0.5 Ujd is much higher than large radius of curvature.
At first sight, this behavior can appear surprising since there is no
impact atsx/b=7 andy/b=0d in the case of the small relative
curvature.

In the case of the lower relative curvaturesDc/b=5.2d, the fact
that the jet does not impact the center of the curved wall is a rather
surprising phenomenon. Thus in order to understand this different
behavior between the two relative curvatures, the histograms of
the two components of the velocity, for a point located in the zone
of strong rmsv values, are built for each curvature radius and for
the same Reynolds number and impinging height. The histograms
of the two components of the velocity for the configurationsReb

=3200, H /b=7d are presented in Fig. 7 forDc/b=9.4 and in Fig.
8 for Dc/b=5.2. The velocity histograms are built at the reference
points sx/b=6.7; y/b=0d for Dc/b=9.4 and atsx/b=5.3; y/b
=0.7d for Dc/b=5.2.

For large relative curvaturesDc/b=9.4d, we observe for the
horizontal component a main peak centered around 3.5 m/s and a
second peak centered around 0 m/sfcf. Fig. 7sadg. Therefore, the
horizontal component is mainly greater than 0 m/s. For the ver-
tical component only one peak centered around the value 0 m/s is
observedfcf. Fig. 7sbdg. In this case, the jet comes to impact the
center of the wallfcf. Fig. 9sadg.

For the lower relative curvaturesDc/b=5.2d, the histograms of
the two components show three distinct peaks, centered around
the values:s−3, 0, and 3 m/sd for the vertical componentfcf. Fig.
8sbdg ands−2.3, 0, +2 m/sd for the horizontal componentfcf. Fig.
8sadg. This can be considered as the superposition of three distinct
behaviors. In order to study separately these three configurations,
we define three velocity ranges for each component:f−4;
−1.5 m/sg srange V1d, f±1.5 m/sg srange V2d, and f1.5; 4 m/sg
srange V3d for the vertical component andf−3;−1.4 m/sg srange
U1d, f±1.4 m/sg srange U2d, andf1.4; 3 m/sg srange U3d for the
horizontal component.

The mean velocity and rms values of the two components are
then recomputed by keeping only the velocity fields for which, at
the reference point, the measurement of the vertical velocity com-
ponent is included in one of the three ranges. The same filtering as
previously used is used to calculate the averages for the velocity
fields selected. Then, we observe that each velocity range of the
vertical component is connected with only one velocity range of

the horizontal componentsV1 and U3, V2 and U2, V3 and U1d.
Three flows with different characteristics from the mean velocity
field are obtained. We have verified that the mean velocity fields
of these three flowsscf. Fig. 10d correspond with the instanta-
neous velocity fields observed for these behaviors during the mea-
surementsscf. Fig. 11d.

Figure 10sad shows the mean velocity field for the first mode
sReb=3200, H /b=7Dc/b=5.2d. We observe, contrary to the
mean velocity field, that the jet impacts the higher part of the
curved surfacesx/b=2.7; y/b=2.6d and then separates in two
parts. A significant part of the jet skirts the curved wall to the
bottom and another smaller part sets out again directly towards the
left fcf. Fig. 9sbdg. In this case, the flow is no longer symmetrical
about the horizontal axis.

Fig. 9 Scheme of the flow for „a… Dc /b =9.4 and for „b… Dc /b
=5.2

Fig. 10 Mean velocity field for the three modes „Reb
=3200, H/b =7, Dc /b =5.2…
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For mode 2fcf. Fig. 10sbdg, we notice that the jet impacts the
center of the curved wall atsx/b=7; y/b=0d. The jet separates
and each part follows the curved wall on both sides of the stag-
nation pointfcf. Fig. 9sbdg. Then we find a symmetrical flow about
the horizontal axis.

Finally, Fig. 10scd shows the mean velocity field for the third
mode. As for mode 1, we observe that the jet impacts the wall, but
here on its lower partsx/b=2.8; y/b=−2.6d, and then separates.
In the case, most of the jet flow also follows the curved surface
upwards and a small part sets out again directly towards the left
fcf. Fig. 9sbdg. Like for the mode 1, the flow is not symmetrical
about the horizontal axis.

These three flow patterns show the presence of three semistable
positions: For example, the jet remains directed to the top a few

seconds then it moves towards another positionsbottom or
middled to be stabilized again. A few seconds later, it starts again.

From our experimentssmainly flow visualizations and some
PIV measurementsd we can purpose a bifurcation diagramscf. Fig.
12d that we could observe for our configuration. On the graph we
observe several stablessolid linesd and unstablesdashed linesd
states according the Reynolds number. For the lower valuessRe
,Re1<500d we observe two stable states: The first one charac-
terizes the flow when the jet impacts the upper side of the target
plate, the second when the jet impacts the lower side. Experimen-
tally we observe that we need a very strong disturbance to pass
from one state to the other. Between the rangefRe1;Re2.6400g
we have three stable states: the two previous states and the state
corresponding to the case when the jet impacts the center of the
curved surface. When the Reynolds number increases, the distur-
bance needed to pass from one state to another seems to decrease,
involving the increase of the frequency for the flow structure tran-
sition between modes. For the higher Reynolds numbers values,
we only find one stable mode corresponding to the jet which im-
pacts the center of the curved target wall.

Computations of the fluctuations of each velocity component
for each mode are also carried out. We observe significant modi-
fications for the fluctuations of the horizontal componentsrmsud
compared to the mean field. Indeed, for the modes 1 and 3scf.
Figs. 13sad and 13scdd, only one zone of strong rmsu values is
observed. This zone is located atsx/b=2.2; y/b=0.5d for the
mode 1 and atsx/b=2.5; y/b=−0.5d for the mode 3. The maxi-
mum rmsu value s<0.4 Ujd is definitely weaker than the one for
the mean fields<0.6 Ujd. Moreover, for mode 2fcf. Fig. 13sbdg, a
large zone of strong rmsu values is observed and is located be-
tweensx/b=1.5; x/b=5d. The maximum rmsu value s<0.49Ujd
is once again weaker than the one for the mean field.

For each mode, we find, for the rmsv values, the same behavior
as for the mean field. A large zone of strong rmsv values located
close to the center of the curved wall atsx/b=7; y/b=0d is also
observed. However, the maximum rmsv value is for each mode
weaker than for the mean fields<0.5 Ujd. Indeed, for modes 1
and 3 the maximum is approximately equal to 0.3Uj and for
mode 2 it is approximately equal to 0.4Uj.

Thus the mean velocity fields and rms values of the three
modes show a different structure of the flow and the maximum
rms value for the two components is weaker and is located at
different places compared to the whole field computed with all the
samples.

Fig. 11 Instantaneous velocity field for the three modes „Reb
=3200, H/b =7, Dc /b =5.2…

Fig. 12 Bifurcation diagram for Dc /b =5.2
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Pressure Measurements and Results
Measurements of pressures in the curved wall were also carried

out. Pressure tapss0.4 mmd were created at different locations
only on the curved part of the wallscf. Fig. 1d. For the pressure
measurements, differential pressure sensors are connected to an
acquisition card and the signal is amplified beforehand. The sam-
pling rate is set at 500 Hz and the time of acquisition is about
10 s. The measurements allow us to calculate the pressure coeffi-
cient:Cp=2.spi −prefd / srUj

2d, wherepi is the static pressure at the
tap numberi andpref the pressure referencesherepref=patmd.

Wall pressure was measured using a digital micro-manometer
sFurness FC012d whose precision is about 1% of full scales
<200 Pad. The uncertainty of measurement is ±2 Pa and thus for
the pressure coefficient it is about 15%.

Figure 14 shows the evolution of the mean pressure coefficient
Cp for the two configurations. For the large radius, the distribution
of Cp is the same as that for a plane wall: The maximum is
reached at the stagnation point and a symmetrical decrease is ob-
served on each side of the curve from this point. This pressure
maximum confirms the impact of the jet in the center of the wall.

For the small radius of curvature, theCp has a different shape.
We do not observe a distinct maximum but rather a constant value
on most of the profile, indicating a uniform zone of pressure. In
this case, the lack of the maximum pressure coefficient reaffirms
that the jet does not impact the centre of the wall but oscillates
between three semistable positions. So the superposition of three
higher pressure peaks corresponding to the stagnation points of
the three modes involves that the mean pressure coefficient is
constant along the curved wall.

We observe that, if the jet comes to impact the center of the
wall, the pressure coefficient is maximum at the center. When the
jet oscillates between three distinct positions, the pressure coeffi-
cient does not have a maximum and is constant along the wall.
Thus the value of the pressure coefficient at the center of the wall
makes it possible to know if the jet impacts directly the curved
wall. A maximum pressure coefficient value in the center of the
wall is a criterion to indicate impact. Figure 15 presents the results
of the mean pressure coefficient for the three studied impinging
heights in the case of the small radius. We can observe, for small
impinging heightsH /b=3d, that the jet impacts directly the center
of the wall unlike for large impinging heightsH /b.4d. Hence the
impinging height also has an effect on the jet structure.

Conclusion
The measurements of average fields and turbulent values were

obtained in the case of a plane jet impinging on a curved wall in
order to obtain comparisonssor validationsd with numerical stud-
ies and to highlight the significant role of the radius of curvature
on an impinging plane jet. The results for a lower relative curva-
ture indicate that in spite of the convergence of the statistics, the
flow oscillates between three different behaviors which modifies
significantly sin level and positiond the turbulent values. The sta-
tistics obtained for each one of these configurations are all differ-
ent and are also different to the whole field computed with all the
samples gathered from these three configurations. This flow trans-
formation will involve a modification of the thermal transfers in
the vicinity of the leading edge of the blade. The knowledge of the
jet behavior will make it possible to optimize turbine blade cool-

Fig. 13 Mean velocity field and rms u values for the three
modes „Reb =3200, H/b =7, Dc /b =5.2…

Fig. 14 Mean pressure distribution „Reb =3200, H/b =7…

Fig. 15 Mean pressure distributions for the three impinging
heights „Reb =3200, Dc /b =5.2…
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ing. In addition, the pressure measurements have confirmed the
relative curvature effects and allowed us to know the behavior of
the jet. A study of the instability could be carried out according to
the other parameters. However, the transition from one configura-
tion to another is not easily foreseeablesa study was just begund
because it seems impossiblesfor this flow configurationd to disso-
ciate the turbulence and stability study.

Nomenclature
b 5 Slot heightsb=10 mmd
c 5 Curvature center

Dc 5 Curvature diameter
H 5 Impinging height
L 5 Slot width
O 5 Slot origin
e 5 Channel wall thicknessse=10 mmd

U ,V,W 5 Velocity components
Uj 5 Jet mean flow velocity
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Statistical Approach for
Estimating Intervals of
Certification or Biases of
Facilities or Measurement
Systems Including Uncertainties
A statistical approach for estimating intervals of certification or biases of facilities or
measurement systems including uncertainties is set forth based on M3N-order level
testing, which is defined as M repetitions of the same N-order level experiment in M
different facilities or in the same facility with M different measurement systems. In the
absence of reference values, the mean facility or measurement system is used for assess-
ing intervals of certification or biases. Certification or biases of facilities or measurement
systems are defined as processes for assessing probabilistic confidence intervals for fa-
cilities or measurement systems for specific tests, data reduction equations, conditions,
procedures, and uncertainty analysis. Similarly, subgroup analysis is performed for iso-
lating and assessing levels of differences due to use of different model sizes (scale effects)
or measurement systems. An example is provided for towing tank facilities for resistance
tests using standard uncertainty analysis procedures based on an international collabo-
ration between three facilities. Although the number of facilities are at a minimum, the
results demonstrate the usefulness of an approach and support recommendation of future
collaborations between more facilities. Knowledge of intervals of certification or biases
is important for design, accrediting facilities or measurement systems, and CFD
validation. fDOI: 10.1115/1.1906269g

1 Introduction
Experimental fluid dynamicssEFDd testing in large-scale facili-

ties at research institutes is undergoing change from routine tests
for global variables to detailed tests for local variables for model
development and computational fluid dynamicssCFDd validation,
as design methodology changes from model testing and theory to
simulation-based design. Detailed testing requires facilities utilize
advanced modern measurement systemssMSd with complete
documentation of test conditions, procedures, and uncertainty
analysis. The requirements for intervals of uncertainties are even
more stringent than required previously since they are a limiting
factor in establishing intervals of CFD simulation validationf1g
and code certificationf2g and ultimately credibility of simulation
technology. In addition, routine test data is more likely utilized in
house, whereas detailed test data is more likely utilized interna-
tionally, which additionally requires use of standard procedures
and uncertainty analysis and establishment of benchmark intervals
of uncertainties. Detailed testing offers new opportunities for re-
search institutes, as the amount and complexity of testing is
increased.

Methodology and procedures for estimating EFD uncertainties
have developed and progressed over the past 50 years. Formaliza-
tion f3–5g is followed by standard procedures with emphasis on
simplification and practical applicationf6,7g. However, rigorous
use continues to be a problem in both research and design at
university, industry, and government laboratories. Another prob-
lem is lack of methodology and procedures for estimating inter-
vals of certification or biases of facilities or MS, i.e., establishing
intervals of confidence for facilities or MS arising from systematic

errors due to differences or peculiarities in individual facilities or
MS. Such differences or peculiarities arise from detailed facility
geometry or MS design, working fluid and flow quality, condi-
tions and procedures, test engineers, specific locations, etc. Add-
ing to the problem is fact that such developments require consid-
erable resources and, in case of facilities, cooperation amongst
institutes, which often crosses international boundaries. Estimat-
ing intervals of certification or biases of facilities or measurement
systems are required for establishing standard intervals of uncer-
tainties for various types of facilitiesstowing tanks, wind tunnels,
flumes, etc.d and testssforces and moments, motions, waves el-
evations, mean velocities, turbulence, etc.d and MS sload cells,
potentiometers, wave probes, pitot, LDV, PIV, etc.d. This is im-
portant for design, accrediting facilities or measurement systems,
and CFD validation.

Most work on facility or MS biases is for small-scale flow
meter calibration facilities with focus on validation of accuracy,
comparison of international flow standards, and establishing do-
mestic flow traceabilityf8g. Proficiency testing programs are used
to establish flow measurement traceability, which are largely
based on Youden plotsf9g requiring twose.g., tandem and/or up-
stream and downstreamd MS at each facility. This approach is not
easily extended to large-scale multipurpose facilities with com-
plex MS, including consideration of individual facility and mea-
surement systems bias and precision limits. Individual facility and
measurement systems bias and precision limits are required for
use of such data as well as helpful in MS improvements.

For large-scale facilities such as wind tunnels and towing tanks
with complex MS, only limited work was done and facility or MS
biases not yet considered. The NATO, AGARD, Propulsion and
Energetics Panel, Uniform Engine Testing Program, was a re-
markable early exercise in large-scale testing in which the same
jet engines were tested in a number of jet engine test stands in
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various NATO countries and uncertainties were estimated to ex-
plain whether data scatter was within the data uncertainty and
conclusions were drawnf10g. Referencef11g compares results
from wind tunnel tests for same geometry and conditions at two
different institutes, model scales, and using a number of different
measurement techniques and extensive error-analysis. The Coop-
erative Experimental Program of the Resistance Committees of
the 17–19 International Towing Tank ConferencessITTCd f12g
compare results from towing tank tests at 22 institutes. Compari-
sons are made of globalsresistance, sinkage and trim, wave pro-
file, wave cut, wake survey, form factor, and blockaged and local
ssurface pressure and boundary layer traversesd data for a standard
geometry sSeries 60d of different sizess1.2–9.6 md. However,
uncertainty assessment was not considered. The cooperative un-
certainty assessment example for resistance test of the Resistance
Committee of the 22nd ITTCf13g compared results from towing
tank tests at 7 institutes of resistance test bias and precision limits
and total uncertainties following standard uncertainty assessment
procedures, but for different model geometries and sizessSeries
60, container ships, and 5415d.

In the following, a statistical approach for estimating intervals
of certification or biases of facilities or MS including uncertainties
is set forth.N-order level testing is reviewed followed by defini-
tions for M 3N-order level testing, which is defined asM repeti-
tions of the sameN-order level experiment inM different facilities
or in the same facility withM different measurement systems. If
reference values are known, present approach are used at either
the N-order orM 3N-order levels. However, unlike CFD where
EFD provides reference values, for EFD reference values are sel-
dom known, e.g., from a standard facility or MS. In the absence of
reference values, the mean facility or MS is used for assessing
intervals of certification or biases. Herein, certification or biases
of facilities or measurement systems are defined as processes for
assessing probabilistic confidence intervals for facilities or mea-
surement systems for specific tests, data reduction equations, con-
ditions, procedures, and uncertainty analysis. Similarly, subgroup
analysis is performed for isolating and assessing levels of differ-
ences due to use of different model sizessscale effectsd or mea-
surement systems. An example is provided for towing tank facili-
ties for resistance tests using standard uncertainty analysis
procedures based on an international collaboration between three
facilities.

2 Estimating Intervals of Certification of Biases of
Facilities or MS

Designing tests for estimating intervals of certification or biases
of facilities or MS requires special care and consideration. Many
factors affect certification or biases of facilities or MS; therefore,
as with estimating precision limitssi.e., random errorsd, only those
factors specifically isolatedsi.e., turned ond are included. For ex-
ample, if interest is for certain types of measurements using same
MS in different facilities, then model-geometry, tests, data reduc-
tion equations, conditions, procedures, and uncertainty analysis
should all be the same. Ideally, standard models are used. Other-
wise, effects of differences in model geometry are included. If
models are geometric similar, but two different scales, then scale
effects are included. Similarly, if different MS are used at different
facilities, than effects of MS are included and so on. Although
approach used for either facilities or MS, presentation that follows
is for facilities since same as for the example.

2.1 N-order Level Testing. In N-order level testing,N repeti-
tions of the same experiment in the same facility conducted

Xi =
1

No
j=1

N

Xi
j s1d

whereXi
j andXi are single realization and individual facility mean

results, respectively. The uncertainty inXi is given by the root-

sum-squaresRSSd of biasBXi
and precisionPXi

limits

UXi
= ÎBXi

2 + PXi

2 s2d

The bias limit is obtained by considering all sources for system-
atic errors, based on 0- or 1-order testing. The precision limit
obtained by the standard deviation of the mean

PXi
= 2

SXi
j

ÎN
s3d

whereSXi
j is the standard deviation of the sample populationXi

j

SXi
j =F 1

N − 1oj=1

N

sXi
j − Xid2G1/2

s4d

Under the assumption of a normal distribution for the sample
populationXi

j, 95% confidence level, andNù10, the estimated
true result of the experimentXETN

lies inside the intervals

Xi
j − UXi

j ø XETN
ø Xi

j + UXi
j s5d

Xi − UXi
ø XETN

ø Xi + UXi
s6d

for the single realization and mean experimental result, respec-
tively, where

UXi
j

2 = BXi

2 + s2SXi
jd2 s7d

Additionally, this assumes facility biasesbFB=0.0, otherwiseXETN
is the biased estimated true value.XETN

is referred to as estimated
true result of the experiment; since, confidence in Eqs.s5d ands6d
relies on confidence in Eqs.s2d and s7d. Note that at theN-order
level outliers are often discarded if

uDi
ju = uXi

j − Xiu . 2SXi
j s8d

2.2 MÃN-order Level Testing. In M 3N-order level testing,
M repetitions of the sameN-order experiment inM different fa-
cilities conducted

X̄ =
1

Mo
i=1

M

Xi =
1

M 3 No
i=1

M

o
j=1

N

Xi
j s9d

whereX̄ is the mean facility result. The uncertainty inX̄ is

UX̄ = ÎB
X̄

2
+ P

X̄

2 s10d

The bias limit of the meanBX̄ is the average RSS of theM bias
limits BXi

BX̄ =
1

M
Îo

i=1

M

BXi

2 s11d

The precision limitPX̄ is the standard deviation of theM resultsXi

PX̄ = 2SX̄ = 2
SXi

ÎM
=

2
ÎM

F 1

M − 1oi=1

M

sXi − X̄d2G1/2

s12d

or PX̄ is the average RSS of theM precision limitsPXi
from Eq.

s3d

PX̄ =
1

M
Îo

i=1

M

PXi

2 s13d

Under the assumption of normal distribution for the sample
populationXi, 95% confidence level, andM ù10, the estimated
true result of the experimentXETMN

lies inside the intervals

Xi − UXi
ø XETMN

ø Xi + UXi
, s14d

Journal of Fluids Engineering MAY 2005, Vol. 127 / 605

Downloaded 03 Jun 2010 to 171.66.16.154. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



X̄ − UX̄ ø XETMN
ø X̄ + UX̄ s15d

for the individual and mean facilities, respectively, where

UXi

2 = BXi

2 + s2SXi
d2 s16d

Equation s16d equals Eq.s2d if SXi
=SXi

j /ÎN. Additionally, this

assumes the mean facility biasesb̄FB=0.0, otherwiseXETMN
is the

biased estimated true value. Figure 1 displaysM 3N-order level
testing, including individual and mean facility results and their
bias and precision limits and total uncertainties; biased parent-
population mean valuem; and estimated true experimental results
XETMN

.

2.3 Using Mean Values as Reference Values.Di defined as
the difference between theN-order level individual facilityXi and

M 3N-order level mean facilityX̄ values

Di = Xi − X̄ s17d

and its uncertaintyUDi
is defined as the RSS of the uncertainties

of Xi and X̄

UDi
= ÎUXi

2 + U
X̄

2 s18d

UDi

2 = BXi

2 + PXi

2 +
o BXi

2

M2 +
4SXi

2

M
s19d

or

UDi

2 = BXi

2 + PXi

2 +
o BXi

2

M2 +
o PXi

2

M2 s20d

If the absolute value ofDi is less thanUDi

uDiu ø UDi
s21d

then the individual facility is certified at intervalUDi
, whereas if

the absolute value ofDi is greater thanUDi

uDiu . UDi
s22d

then the facility biasUFBi
is defined as

UFBi

2 = Di
2 − UDi

2 s23d

with total uncertainty

UTi

2 = UXi

2 + UFBi

2 s24d

If uDiu is much greater thanUDi

uDiu @ UDi
s25d

thenDi approximately equals the individual facility bias errorbFBi

Di > bFBi
s26d

such that the biases can be estimated in both sign and magnitude
and used for calibration. Figure 2 displays use of mean values as
reference values, including both situations of estimation of inter-
val of facility certification and bias.

For certified facilities, interval certification provides additional
confidence in accuracy measurements, since it validatesXi and
accounts forUX̄ in assessing the level of certification. For noncer-
tified facilities, accounting for facility biases providesUTi

, which
is an improved estimate thanUXi

. Presumably, design sets the
requirements on appropriate intervals for certification or biases of
facilities. Comparison ofUXi

with UX̄ and uncertainties from other
facilities is useful in developing strategies for reductionUXi

. Note
that for sufficiently largeM, UXi

@UX̄ so UDi
<UXi

. In this case,

M 3N-order level testing primarily providesX̄. As already men-
tioned, if reference values are known, present approach can be
used at either theN-order orM 3N-order levels, which for com-
pleteness is included as an Appendix.

2.4 Subgroup Analysis.Isolating and assessing levels of dif-
ferences due to use of different model sizessscale effectsd or
measurement systems is of importance. Subgroup differences are
assessed by comparison of the subgroup mean to the total mean,
with consideration to the uncertainty in the comparison. ForL
subgroup facilities, subgroup mean and uncertainty are given by

X̄SG=
1

Lo
l=1

L

XSGi
s27d

U
X̄SG

2
= B

X̄SG

2
+ P

X̄SG

2 s28d

where

B
X̄SG

2
=

1

L2o
l=1

L

BXSGl

2 s29d

Fig. 1 MÃN-order level testing

Fig. 2 Estimating intervals of certification or biases of facili-
ties using mean as reference value: facility i certified at UDi

and
facility j with facility bias UFBj
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PX̄SG
=

2
ÎL
F 1

L − 1ol=1

L

sXSGl
− X̄SGd2G1/2

s30d

The subgroup difference and difference uncertainty are given by

DSG= X̄SG− X̄ s31d

UDSG

2 = U
X̄SG

2
+ U

X̄

2 s32d

For

uDSGu ø UDSG
s33d

differences cannot be discerned, i.e., within noise intervals of
comparison, whereas for

uDSGu . UDSG
s34d

differences are discernable, which suggests the need for separated
certification. The present approach differs from analysis of the
meansf14g, since it takes into account both bias and precision
uncertainties for both subgroup and mean in assessing intervals of
subgroup differences. Analysis of the mean comparesuDSGu with
PX̄/ÎL.

3 Example for Towing Tank Facilities
It is not easy to provide an example of the proposed approach,

since, as already mentioned it requires considerable resources and
cooperation amongst institutes often crossing international bound-
aries. The example provided is based on an international collabo-
ration between three towing tank facilities for purposes of procur-
ing benchmark CFD validation data for ship hydrodynamics
resistance and propulsion geometry and conditions. Overlapping
tests were conducted for evaluation of facilities; measurement sys-
tems; test procedures; uncertainty assessments; model size, off-
sets, and turbulence stimulation; and facility/model geometry and
scale effect biases. The facilities were NSWC/CD David Taylor
Model BasinsDTMBd, Bethesda, MD USA; Istituto Nazionale per
Studi ed Esperienze di Architettura NavalesINSEANd, Rome,
Italy; and Iowa Institute of Hydraulic ResearchsIIHRd, Iowa City,
IA, USA. Hereafter designated as facilitiesA, B, andC, respec-
tively. The model geometry is DTMB surface combatant 5415.
Between all three facilities, many conditions and physics are un-
der investigation. The data used as one of three test cases at the
recent Gothenburg 2000 Workshop on Numerical Ship Hydrody-
namicsf15g. DTMB 5415 was conceived by USA Navy as a pre-
liminary design for a surface combatant ca. 1980 with a sonar
dome bow and transom stern.A andB used 5.72 m, 1/24.8 scale
models, whereasC used a 3.048 m, 1/46.6 model, as shown in
Fig. 3. Thus, scale effectsssubgroup analysisd are considered in
comparingC with A and B. The uncertainty assessment proce-
dures closely followf13g recommendations based onf6,7g. Refer-
encef16g provides an overview of the overall results of the col-

laboration. Although number of facilities is a minimum, the
results demonstrate usefulness of approach. SinceN,10, PX̄ is
estimated using Eq.s13d as opposed tos12d.

3.1 Overlapping Test Design, Data Reduction Equations,
Conditions, Procedures, and Uncertainty Analysis.The most
typical towing-tank tests were selected for the overlapping tests,
i.e., resistance, sinkage and trim, wave profile, wave elevations,
and nominal wake. Each institute followed their usual procedures;
however, special consideration was given to integration of uncer-
tainty assessment into all phases of the experimental process, CFD
validation, and complementary CFD. Data-reduction equations
were defined for residuary resistanceCR, sinkages and trim t,
wave profile and elevationsz, and nominal wake mean velocityV
and pressureCp. Similar conditions and locations were used at all
three facilities: Froude numbersFrd ranges; Fr and spatial loca-
tions for uncertainty analysis; and spatial resolution for wave el-
evations and nominal wake.

Initial analysis of the results and attempt at identification of
facility biases were done byf16g using comparisons of differences
between facilitiessA–B,A–C,B–Cd and the RSS of their uncer-
tainties. However, this approach lacks a reference value such that
the estimated facility biases depend on which facilities compared.
Subsequently all results were reanalyzed according to the present
approach. Presentation of the results for all tests is extensive and
not necessary for the purpose of demonstration of the usefulness
of the present approach. Herein, the results for the resistance test
presented.

The data reduction equation for the resistance test is

CR = CT
Tm− CF

Tms1 + kd s35d

CT
Tm=

Mx
Tmg

0.5rUc
2S

s36d

CF =
0.075

slog10 Re − 2.0d2 s37d

The residuary resistanceCR used since it approximately removes a
portion of Reynolds numbersRed scale effects due to skin friction
sbut not wave breakingd. CF

Tm is the frictional resistance at the
measured towing tank temperatureTm, k is the form factor,Mx is
the force in the axial directionsresistanced, r is the towing-tank
water density,Uc is the carriage speed, andS is the design-offsets
wetted surface area for the static condition.Mx in kg is converted
to Newtons by multiplication withg sgA=9.8009;gB=9.8033;gC

=9.8031 m/s2d based on the local latitude.CF is calculated as
recommended byf17g using the model-ship correlation line Eq.
s37d andk is determined from low-speed resistance tests by Pro-
haska’s method. The form factor approximately accounts for hull
form effects on the model-ship correlation line under low speed
and no separation assumptions.

Tests atA were performed in basin No. 2s575 m long, 15.5 m
wide, 6.7 m deepd, which is equipped with an electrohydraulically
operated drive carriage and capable of speeds of 10.3 m/s. Side-
wall and end wall beaches enable 20-min intervals between car-
riage runs. Washington Suburban Sanitation Commission supplied
the towing-tank water. Tests atB were performed in towing tank
No. 2 s220 m long, 9 m wide, 3.6 m deepd, which is equipped
with a single drive carriage that is capable of speeds of 10 m/s.
Sidewall and end wall beaches enable 20-min intervals between
carriage runs. Natural springs supplied the towing tank water.
Tests at C were performed in the IIHR towing tanks100 m long
and 3.048 m wide and deepd, which is equipped with an electric-
motor operated drive carriage that is cable driven by a
15-horsepower motor and capable of speeds of 3 m/s. Sidewall
and end wall beaches enable twelve-minute intervals between car-
riage runs. City of Iowa City supplied the towing tank water.

Equations36d consists of individual MS for resistance, density,

Fig. 3 Surface-combatant model ships „a… DTMB model 5415
„b… INSEAN model 2340A „c… IIHR model 5512
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carriage speed, and surface area. Resistance was measured using
load cells and PC data acquisition and reduction, including statis-
tical analysis of the sample populationsaverage, standard devia-
tion, minimums, maximums, outliersd. Outliers were identified
and deleted using Chauvenet’s criterion. Density is determined
from measuredTm using fresh water values as recommended by
ITTC Quality Manual Procedure 4.9-03-01-03 Density and Vis-
cosity of Water.Tm is measured daily using thermometers. Car-
riage speed is measured using encoders and PC data acquisition
and reduction. Surface area is measured using templates for esti-
mating accuracy of model offsets and rulers and weights for esti-
mating accuracy of installation depending on whether model in-
stalled by waterline or displacement.

A used a variable reluctance, in-house manufactured load cell,
signal conditioner, and 16-bit AD card. The load cell, signal con-
ditioner, and carriage PC AD card are statically calibrated on a test
stand to determine the voltage–mass relationship. Data acquired
by collection of 2000 discrete samples over 5 s at 400 Hz. Data
filtered through a 10 Hz low-pass filter.B used a Hottinger Bald-
win Messtechnik model U1, 50 kg load cell, signal conditioner,
and 16-bit AD card. The load cell, signal conditioner, and AD card
statically calibrated on a Kempf and Remmers precision test stand
to determine the voltage–mass relationship. Data acquired by col-
lection of 300 discrete samples over 10 s at 30 Hz. Amplified
analog voltages are converted to frequencys3000±2500 Hzd for
transmission to the AD card to reduce signal sensitivity to noise.
Data are filtered through a 10 Hz low-pass filter.C used a Nisshio
strain-gage type 20 kg load cell, signal conditioner, and 12-bit AD
card. The load cell, signal conditioner, and AD card statically
calibrated on an IIHR test stand to determine the voltage–mass
relationship. Data are acquired by a collection of 2000 discrete
samples over 10 s at 200 Hz. Data are filtered through a 3 Hz
low-pass filter.

Uncertainty inCR is equivalent to uncertainty inCT
Tm, since

uncertainties ink and CF not considered. Bias limits were esti-
mated for individual resistance, density, carriage speed, and sur-
face area MS, whereas precision limits were estimated end-to-end
using Eq.s36d. Table 1 summarizes the calibration, data acquisi-
tion, and data-reduction bias limits considered for each MS. Pre-
cision limits conducted over a time-period during which test con-
ditions varied and in some cases including reinstallation of the
model.

4 Results

4.1 N-Order Level. Figure 4 compares the individual facility
sA,B,Cd results for the range of Fr. All three facilities conducted
uncertainty analysis for Fr=0.1, 0.28, and 0.41. Table 2 provides
N-order level residuary resistance values, bias and precision lim-
its, and total uncertainties. Trends for all three facilities are simi-
lar. Bias limits predominate for all Fr. Although not included in
Table 2, bias limits for resistance and especially carriage speed are
large for all speeds, whereas bias limit for the surface area are
only significant for large speed. Precision limits increase for in-
creasing Fr. Total uncertainty decreases for increasing Fr.

4.2 MÃN-Order Level. In addition, Table 2 providesM
3N-order level facility uncertainties and mean-facility bias and
precision limits and total uncertainties and facility certification or
biases. Even forM =3, UXi

.UX̄ so UDi
<UXi

. For low speedDi

!UDi
and all three facilities certified, albeit at a large interval

saverage 17.9%d. Reduction interval of certification largely re-
quires reduction individual facility biases for resistance and car-
riage speed. For medium speed,Di .UDi

and all three facilities
have facility biasessaverage 2.3%d and total uncertainties larger
than individual facility estimates, especially forC. For high speed,
Di .UDi

and facility biases and total uncertainties forB andC are
largesuncertainty analysis not available forAd. Figure 4 and Table
2 suggest scale effects important forC, for medium and high
speed, as shown in the next section using subgroup analysis.

4.3 Subgroup Analysis.Table 3 is similar to Table 2, but for
subgroup analysis in order to isolate scale effects due to smaller
model size used atC. In this case mean facility based only on
facilities A and B, which used same model size, and subgroup
analysis based on facilityC. For low speed, scale effects not dis-
cernable and facility certification similar as before. For medium
and high speed, conclusions different from before, i.e., for me-
dium speed facilitiesA and B certified at about 2% interval,
whereas facilityC has nearly 8% interval facility bias. For high
speed, facilityB has small and facilityC large facility biases.

5 Summary and Conclusions
A statistical approach is set forth for assessing probabilistic

confidence intervalssi.e., intervals of certification or biases of
facilities of MSd for facilities or MS for specific tests, data reduc-
tion equations, conditions, procedures, and uncertainty analysis
based onM 3N-order level testing and use of mean facility or MS
as reference values.M 3N-order level testing defined asM rep-
etitions of the sameN-order level experiment inM different fa-
cilities or in the same facility withM different measurement sys-
tems. Similarly, subgroup analysis is performed for isolating and
assessing levels of differences due to use of different model sizes
sscale effectsd or measurement systems.

An example is provided for towing tank facilities for resistance
tests using standard uncertainty analysis procedures based on an
international collaboration between three facilities: two using
larger models and one using smaller model. Although the number
of facilities is a minimum, the results demonstrate the usefulness
of the approach, including subgroup analysis for isolating differ-
ences due to use of different model sizes. For low speed, all three

Table 1 Bias limits for resistance, density, carriage speed, and
surface area

Fig. 4 Individual facility residuary resistance results and
mean facility residuary resistance and individual facility uncer-
tainty bands at Fr=0.1, 0.28, and 0.41.
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facilities are certified, but at a large intervalsaverage 17.9%d.
Reduction interval of certification largely requires reduction indi-
vidual facility biases for resistance and carriage speed. For me-
dium speed, facilities with larger models certified at about 2%,
whereas facility with smaller model shows 7.2% facility bias. For
high speed, facilities with larger and smaller models show 2.9%
and 9.3% facility biases, respectively. For certified facilities, in-
terval certification provides additional confidence in accuracy

measurements. For noncertified facilities, accounting for facility
biases provides improved individual facility uncertainties. Pre-
sumably, design sets the requirements on appropriate intervals for
certification or biases of facilities. The results are also useful for
developing strategies for reduction intervals of individual facility
uncertainties and certification or facility biases.

It is reasonable to expect that results from more facilities for
same model geometry with uncertainty analysis will in fact pro-

Table 2 N-order level residuary resistance values, bias and precision limits, and total uncer-
tainties; MÃN-order level facility uncertainties and mean-facility bias and precision limits and
total uncertainties; and facility certification or biases

Table 3 Subgroup analysis: N-order level residuary resistance values, bias and precision lim-
its, and total uncertainties; MÃN-order level facility uncertainties and mean facility bias and
precision limits and total uncertainties; and facility certification or biases

Journal of Fluids Engineering MAY 2005, Vol. 127 / 609

Downloaded 03 Jun 2010 to 171.66.16.154. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



vide confirmation of normal distributions forM 3N-order level
testing and improved estimates for intervals of certification or
biases of facilities. This is based on previous work between more
facilities using same model geometry but without uncertainty
analysis and using uncertainty analysis but with different model
geometry. It is also reasonable to expect that situation will be
similar for different types of facilities and MS. Both these expec-
tations support recommendation of future collaborations between
more facilities. International collaborations are attractive from re-
source perspective and in achieving ground truth. Knowledge of
intervals of certification or biases is important for design, accred-
iting facilities or measurement systems, and CFD validation.
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Appendix: Estimating Intervals of Certification or Bi-
ases of Facilities or MS Using Reference Values

Assume a reference value known for the experimental result
designatedXR with uncertaintyUR both of which are considered
as standard values. AlthoughUR is likely much less thanUXi

or
UX̄, it is retained for completeness.

For the mean facility,D̄ is defined as the difference between the

mean facilityX̄ and referenceXR values

D̄ = X̄ − XR sA1d

and its uncertaintyUD̄ is defined as the RSS of the uncertainties of

X̄ andXR

UD̄ = ÎU
X̄

2
+ UR

2 sA2d

If the absolute value ofD̄ is less thanUD̄

uD̄u ø UD̄ sA3d

then the mean facility is certified at the intervalUD̄, whereas if the

absolute value ofD̄ is greater thanUD̄

uD̄u . UD̄ sA4d

then the mean facility biasUFB is defined as

U
FB̄

2
= D̄2 − U

D̄

2 sA5d

with total uncertaintyUT̄

U
T̄

2
= U

X̄

2
+ U

FB̄

2 sA6d

If uD̄u is much greater thanUD̄

uD̄u @ UD̄ sA7d

thenD̄ approximately equals the mean facility bias errorb̄FB

D̄ > b̄FB sA8d
such that the biases can be estimated in both sign and magnitude
and used for calibration.

For the individual facility,Di is defined as the difference be-
tween the individual facilityXi and referenceXR values

Di = Xi − XR sA9d

and its uncertaintyUDi
is defined as the RSS of the uncertainties

of Xi andXR

UDi
= ÎUXi

2 + UR
2 sA10d

If the absolute value ofDi is less thanUDi

uDiu ø UDi
sA11d

then the individual facility is certified at the intervalUDi
, whereas

if the absolute value ofDi is greater thanUDi

uDiu . UDi
sA12d

then the individual facility biasUFBi
is defined as

UFBi

2 = Di
2 − UDi

2 sA13d

with total uncertaintyUTi

UTi

2 = UXi

2 + UFBi

2 sA14d

If uDiu is much greater thanUDi

uDiu @ UDi
sA15d

thenDi approximately equals the individual facility bias errorbFBi

Di > bFBi
sA16d

such that the biases can be estimated in both sign and magnitude
and used for calibration.
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1 Introduction
The phenomenon that regions of different total enthalpy can

develop in an external flow starting from initially homogeneous
conditions upstream is known as “energy separation.” Eckertf1,2g
discussed its basic mechanisms and introduced the energy separa-
tion factorS=sH−Hed / 1

2ue
2 as descriptive nondimensional param-

eter. In inviscid flow the only mechanism for energy redistribution
is unsteady pressure work and strong energy separation has indeed
been observed for a number of unsteady flow phenomena, notably
the vortex wakef3–5g. Several studies have provided analytical,
experimental, and computational evidence of hot and cold spots
formed around the convected vortical structures, at the fast and
slow sides, respectively. Diffusive energy redistribution, due to
the combined effects of the work by viscous stresses and of ther-
mal conduction, is a second possible mechanism for energy sepa-
ration. It is, in general, much weaker than the unsteady pressure
mechanism discussed above, and best known in the context of
thermal recovery in boundary layers.

Energy separation has also been observed experimentally in
other free shear flows, like mixing layers and jetsf6–8g. With
large vortex formation absent in that case, it appears at least par-
tially unclear whether small-scale vortex formation is the govern-
ing mechanism, or to what extent the diffusive mechanism is rel-
evant here too. In the computational study by Han et al.f9g of a
planar mixing layer it was concluded that also in this case the
unsteady pressure effect is dominant over the viscous mechanism.
In relation to the above topic, the specific subject of the present
note is to report on the occurrence of energy separation in asteady
separated wake flow and to investigate how in that case the ob-
served particular energy separation signature can indeed be attrib-
uted to viscous energy separation alone. In addition, the analysis
provides a simple theoretical expression with which the contribu-
tion of the viscous energy separation mechanism can be assessed.

2 Observation of Energy Separation in Steady Sepa-
rated Wake Flow

As mentioned above, vortex wakes that are characterized by
large-scale flow unsteadiness display a strong energy separation

generated by pressure fluctuations. In contrast to this, the structure
of separated wake flow behind a truncated afterbodys“base flow”d
at supersonic conditions is quite different and predominantly
steadyf10g. An illustration of the mean flow field structure, with
some details relevant to the geometry considered in the present
investigation, is given in Fig. 1. Separation of the boundary layer
is fixed at the afterbody corners, where free shear layers are
formed that enclose a recirculation region that is terminated by a
recompression at shear layer reattachment. Between separation
and reattachment, the free shear layers develop in an environment
of nearly constant pressure. The energy separation for this kind of
flow configuration and under these conditions has not been re-
ported earlier. A particular energy separation feature may be ob-
served in the reversed flow region behind the model base. This is
illustrated here with results of the numerical simulationsperfect
gas, RANSd of the steady flow around an axisymmetric afterbody
in a Mach 3 supersonic free stream, as sketched in Fig. 1. Whereas
previous attention was directed only to the velocity and pressure
fields f11g, further investigation of the temperature data of the
simulationspreviously unpublishedd reveals a pronounced reduc-
tion of total temperature in the separated flow region behind the
base. Areas of minimum energy are found coinciding with the
steady recirculating flow structures in the near wake. This is fur-
ther quantified in Fig. 2 which displays the distribution of velocity
and temperature, taken directly from the numerical flow simula-
tion, as well as the inferred separation factor, plotted along a ra-
dial line across the wake at 0.7 base diameters behind the body
sapproximately halfway between the base and the wake reattach-
ment pointd.

A very prominent feature of the total temperature profile
shence, the separation factord is the distinct minimum it attains in
the recirculation region. A qualitatively similar profile of the sepa-
ration factor was observed experimentally in the separated wake
behind a thick flat plate by O’Callaghan and Kurosaka at a Mach
number of 0.9f6g. In absolute sense, the energy separation varia-
tions in the experiment of O’Callaghan and Kurosaka are how-
ever, more pronounced. A maximum overshoot of +0.06 was ob-
served in the outer part of the wake, a minimum of −0.32 inside
the wake near the location of mean-flow reversal and an approxi-
mate value of −0.11 near the wake center line. In the present
simulation the corresponding values are +0.02, −0.17, and −0.13,
respectively. In the same paper O’Callaghan and Kurosaka re-
ported on experiments with a screen obstruction in the flow, which
generated a mixing layer flow, with low velocity behind the ob-
struction. For that case the energy separation inside the shear layer
was reported to displays a maximumS=0.06 and a minimum of
−0.16 near the near the high-velocity edge and low-velocity
boundaries, respectively, while approximately vanishingsS=0d
outside the shear layer. Based on the similarity with the energy
separation distribution in unsteady vortex wakes, they explained
the energy separation in both their wake experiments entirely from
the effect of unsteady vortex formation in the unstable shear layer.
However, the scale of the energy separation is of a similar order as
in the present numerical simulation, whereas the latter contains no
unsteady effects: The total variation in the separation factor is
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0.38 in the plate wake experiment and 0.19 in the simulation. If
one assumes that the result of the present simulation data is rep-
resentative of the magnitude of the viscous energy separation ef-
fect, overlooking the possible influence of the difference in Mach
number regimestransonic vs supersonicd, it would seem to ac-
count for about half of the total energy separation observed in the
transonic wake experiment. In the next section the prominent fea-
tures of energy separation insteadyviscous flow are further ana-
lyzed, for different free shear layer configurations, in order to
investigate how they can account for the particular energy sepa-
ration signature encountered in the supersonic wake flow simula-
tion, as well as allowing to assess the viscous contribution to the
total energy separation in a separated shear flow under more gen-
eral conditions.

3 Analysis of Viscous Energy Separation in Steady
Flow

First, as a reference the typical energy separation profile has
been computed for three elementary constant-pressure shear lay-
ers, viz. the flat-plate boundary layer, the mixing layer between a
stream and stagnant environmentsjet boundaryd and the far wake.
For incompressible laminar flow each of these cases displays self-
similar solutions for the velocity and temperature distributions
with respect to a scaled transverse coordinateh sseef12,13g for
detailsd. Computation results obtained from solving the self-
similarity flow equations for Pr=0.7 are presented in Fig. 3, show-
ing profiles of the velocity, static temperature, and energy separa-
tion factor for the three flows, appropriately normalized. The
velocity has been normalized on a scale from 0 to 1, spanning the
maximum velocity difference across the shear layerDu=umax
−umin, whereumax is equal toue, while umin is zero for the bound-

ary layer and the mixing layer, and equal to the center-line veloc-
ity for the wake. Equally, the temperaturesenthalpyd and separa-
tion factor have been scaled with the maximum kinetic energy
difference, being1

2ue
2 for boundary layer and mixing layer, and

ueDu for the far wake. A common characteristic of all flow types
is that positive energy separation occurs on the high-velocity side
of the shear layer, and negative energy separation on the low-
velocity side. This produces a pattern that is qualitatively similar
to the time-mean action of unsteady vortex formation. Comparing
these results to the base flow simulation data of Fig. 2, we observe
a combination of features of the mixing layer and the wake. The
distribution clearly differs from that of the single mixing layer, in
the sense that the “slower stream” does not provide an adiabatic
boundary condition, as it is not an independently fed stream, but a
result of the recirculating wake flow itself.

A further clarification of energy-separation features under more
general conditions can be obtained from the enthalpy-velocity re-
lation that was derived in an earlier studyf14g, which allows the
energy separation to be related analytically to the velocity field,
as:

H − He = sr − 1d
1

2
sue

2 − u2d + s1 − rd
c

r

]u

]y
s1d

wherec is the stream function andr the recovery factor. The first
and second term represent “incomplete energy recovery” and “dif-
fusive energy redistribution,” respectively. This relation was origi-
nally derived for two-dimensional laminar constant-propertysin-
compressibled boundary layer flow, in which caser =ÎPr. The
effect of compressibility was found to be relatively small, espe-
cially in the absence of pressure gradientf15g. It is easily verified
that the above expression also applies to a laminar wake flow,
provided that the conditions at both sides of the wake are equal. In
addition, the above analysis can be extended to turbulent wake
flows, by neglecting viscous terms and assuming a constant tur-
bulent viscosity across the wakef13g. In that case we find that
again Eq.s1d applies where in analogyr =ÎPrT, with PrT the tur-
bulent Prandtl number. Note that the well-known recovery relation
for turbulent boundary layer flow,r =Î3Pr, does not apply here.

For the application to the base flow data, Eq.s1d is slightly
adapted, in the sense thatu2 is replaced byu2+v2 in the recovery
term, while the integration forc is started from the center line,
using the density data from the simulationssnot shownd. Good
agreement with the numerical data is obtained, when a recovery
factor of r =0.86 is chosen. At this point there is no independent
justification for this specific value, but in view of the theoretical
analysis, this would correspond to an average turbulent Prandtl
number of about 0.75. The continuous line in Fig. 2 represents the

Fig. 1 Schematic flow field structure of a supersonic base
flow

Fig. 2 Energy separation in compressible base flow „symbols: Numerical data, solid line: Present theory, dashed line: Classic
theory …
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prediction of the separation factor according to Eq.s1d, whereas
the broken line is the result of using the classic Crocco–Busemann
relation, i.e., omitting the second term from Eq.s1d. Most of the
prominent features of the energy separation distribution are indeed
reproduced. Comparing the two theoretical curves reveals that the
local extrema in the energy separation profile are generated by the
redistribution term in Eq.s1d. In particular the minimum is well
predicted, which is related to the effect of flow reversal. Both the
“recovery term” and the “additional transport term” reach a mini-
mum near that position. The overshoot in total enthalpy is rela-
tively small, with the mass flux near the outer flow being much
higher than in the base flow region. The numerical total tempera-
ture data do not properly reproduce this overshoot. A possible
explanation is that the enthalpy excess has been redistributed over
a larger flow region, due to real or numerical diffusion in the
computational domain along the model upstream of the base.

4 Discussion and Conclusions
The occurrence of energy separation was reported for the steady

separated wake of an object in a supersonic flow simulation. A
particular feature was observed,viz. regions with a significant
decrease in total energy, that correspond with the locations of
steady vortical structures in the recirculation region. As the flow is
steady in the simulation only the viscous mechanism can be re-
sponsible for this. This motivated a further investigation of vis-
cous energy separation in the context of steady flow. It was shown
that indeed the particular pattern can be explained from this
mechanism and that the energy separation is enhanced by means
of the feedback effect of the flow recirculation in the wake region.
An analytical expression was presented that describes the strength
of viscous energy separation in relation to the velocity field.

With regard to the plate and screen wake experiments of

Fig. 3 Energy separation in steady viscous zero-pressure-gradient flow „Pr=0.7…; boundary layer „top …, mixing layer „center …
and far wake „bottom …
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O’Callaghan and Kurosaka it can be concluded that a significant
part of the energy separation observed in the experiment can be
attributed to viscous energy separation. Comparing the screen
wake experiment to the theoretical analysis of the mixing layer
sFig. 3d, the viscous effect is seen to account for about half of the
reported energy separation. For the plate wake the comparison is
less straightforward. The theoretical relation of Eq.s1d would al-
low to assess the viscous contribution more quantitatively, but
unfortunately no velocity data are available for evaluating this.
Nevertheless, assuming that the simulation results are indicative
of the viscous energy separation, the viscous effect is estimated to
account again for roughly half the observed energy separation
effect.

In conclusion, the viscous effect is found to contribute signifi-
cantly to the energy separation in free shear layer flow of wakes
and mixing layers for the cases considered. The unsteady pressure
effect is certainly not to be dismissed, however, and this is most
likely responsible for the strongest excursions of the separation
factor in the wakes. Finally, it may remarked that the Mach num-
ber regime has probably quite some influence on the presence and
strength of the unsteady pressure effect, as transonic wake flow
has been observed to be inherently more unsteady than supersonic
flow f16g.
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Introduction
In this paper, we consider the flow in a journal bearing. The

Sommerfeld approximate solution is well-known and is discussed
in all lubrication textsf1–3g. Perhaps less well-known is that an
exact solution exists in the applied mechanics literature. It is of
interest to compare the two solutions and establish quantitatively
the parameter region where the Sommerfeld solution is a good
approximation of the exact results. Since micro-bearings have
lower radius ratios than typical bearings, the Sommerfeld solution
is sometimes not appropriatef4g.

The geometry of a journal bearing is shown in Fig. 1. The
displacement of the shaft center relative to the housing center is
known as “eccentricity,”sed, while the difference in radiussR1
−R2d is known as “clearance,”scd. The minimum film thickness
around the bearing circumference issc−ed, and the maximum film
thickness issc+ed. When R2 approachesR1, the Sommerfeld
method can be used and the film thickness is

h = sR1 − R2d + ecosu = c + ecosu = cs1 + « cosud

where the eccentricity ratio« is defined ase/c. When the shaft
and bearing are concentric,«=1, and the bearing does not have
any load-carrying capacity. When they touch,«=0, and the bear-
ing has tremendous load support capacity.

In the exact solutionf5g the geometry is described by introduc-
ing a bipolar coordinate systemj, h, defined by

x = − b
sinhj

coshj − cosh
, y = b

sinh

coshj − cosh
,

where

b =
1

2e
fsR1

2 + R2
2 − e2d2 − 4R1

2R2
2g1/2.

This method is more generic and can be used for one or both
cylinder rotations without any radius ratio restriction.

Analytical Results

Sommerfeld Solution. The dimensionless form of the Som-
merfeld solution for pressure distribution is

P* =
6« sinus2 + « cosud
s2 + «2ds1 + « cosud2

We know that positive pressures exist in the convergent films0
øuøpd and negative pressures in the divergent filmspøu
ø2pd. The negative pressures are not realistic and are modified
by using a half-Sommerfeld condition where the film diverges
su=pd and the pressure is uniformly zero. For this reason we limit
the analysis to the convergent film.

Exact Solution. The exact solution given inf4g is the Stokes
solution for the stream function¹4cs0d=0. We obtain a relation for
the pressure from these equations. The relation is

ps0d = p0 +
2m

b
fP1sjdsinh + P2sjdsin 2hg,

where

P1sjd = sD0 − 2A1dsinhj − 2B1 coshj,

and

P2sjd = A1 sinh 2j + B1 cosh 2j.

D0, A1, B1 are all constants and can be found inf5g.
The nondimensional pressure is

p* =
ps0d − p0

mV2
S c

R2
D2

=
2

bV2
S c

R2
D2

fP1sjdsinh + P2sjdsin 2hg.

In order to compare the exact solution with the Sommerfeld solu-
tion, we transfer the center of the inner cylinder to the origin as
follows: u=tan−1sy/ sx− l +edd. Thus

p*sj,hd = p*sj,ud.

The Sommerfeld solution is an approximate solution when radius
ratio sR2/R1d is close to unity. Figure 2 shows an extreme case
when radius ratio is 0.3. Here, the Sommerfeld approximation
gives a significant error for the maximum pressure. It also gives
considerable error for the attitude angle at the maximum pressure.
In order to investigate the error when using the Sommerfeld ap-
proximation to calculate maximum pressure, we have to examine
the exact solution and determine which cylinder, the inner or the
outer, has the greater pressure. The Sommerfeld approximation
treats the radius ratio as unit, so the pressure on the outer cylinder
is equal to the pressure on the inner cylinder, but as the radius
ratio decreases, the pressure difference between the outer and in-
ner cylinders becomes significant. DefinedP12 as sP2 max
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Fig. 1 Geometry of a journal bearing
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Fig. 2 p* /« vs attitude angle for radius ratio 0.3 and eccentricity ratio 0.5

Fig. 3 Difference of maximum pressure between outer and inner cylinders

Fig. 4 Difference of maximum pressure between outer and inner cylinders for a
high radius ratio
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−P1 maxd /P2 max.
Figures 3 and 4 show that when the radius ratio is small,dP12

can be large, and the sign depends on eccentricity ratio«. How-
ever, when the radius ratio is greater than 0.95, which is the de-
sign range for most journal bearings,dP12 is always negative,
indicating that the maximum pressure on the outer cylinder is
always greater than the maximum pressure on inner cylinder.
Then,dÞmax is defined assP1 max−Psomd /P1 max to further bench-
mark the accuracy of the Sommerfeld approximation.

In Fig. 5, the Sommerfeld solution always gives smaller results
than the exact solution and, as we can expect, when the radius
ratio approaches unity, the error decreases to zero. Also, as the
eccentricity ratio increases, the difference increases. For most
journal bearing cases in which the radius ratio is greater than 0.98,
the error within 1%. As we further investigate the attitude angle at
maximum pressure,D is defined assumax−usomd /umax. Figure 6
shows that the Sommerfeld solution always provides a greater
attitude angle at maximum pressure, and as the radius ratio in-
creases, the error rate increases as well. However, the difference
remains within 0.20 deg when the radius ratio is larger than 0.95
for any eccentricity ratio.

Conclusion
Both radius ratio and eccentricity ratio determine whether the

pressure on the outer cylinder is greater than that on the inner
cylinder. However, when the radius ratio is greater than 0.95, as in
most journal bearings, the maximum pressure on the outer cylin-
der is always greater than the maximum pressure on inner cylin-
der.

The Sommerfeld solution always gives smaller pressures than
the exact solution. The margin of error increases when the radius
ratio decreases or when the eccentricity ratio increases. For most
journal bearing cases where the radius ratio is greater than 0.95,
the error rate remains within 0.5%. Also, the Sommerfeld solution
always gives a greater attitude angle at the maximum pressure.
This error increases as the radius ratio increases. Of course,
micro-bearings with unusual radius ratios must be considered on a
case-by-case basis.

Nomenclature
c 5 radial clearance
e 5 eccentricity

Fig. 5 Difference of maximum pressure for the two methods

Fig. 6 Difference of angle at maximum pressure for the two methods
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h 5 film thickness
P* 5 dimensionless pressure

dÞmax 5 difference of maximum pressure between exact
solution and Sommerfeld solution

P1 max 5 maximum pressure on outer cylinder
P2 max 5 maximum pressure on inner cylinder

Psom 5 Sommerfeld maximum pressure
R1 5 outer cylinder radius
R2 5 inner cylinder radius

dP12 5 maximum pressure difference
D 5 difference of the attitude angle at maximum

pressure between exact solution and Sommer-
feld solution

« 5 eccentricity ratio
u 5 attitude angle
m 5 dynamic viscosity

V 5 angular velocity

Subscripts
1 5 outer cylinder
2 5 inner cylinder
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1 Introduction
To protect laborers in a working environment containing toxic

vapor, particles and contaminants, an efficient ventilation facility
is essential. A well-designed industrial ventilation facility should
capture most of the pollutants. An exterior hood is one of the basic
tools for local industrial ventilation. The aspiration of an exterior
hood is able to extract pollutants into a certain space. A bell-like
volume below an exterior hood is usually used to characterize its
capture zone. Pollutants within this bell-like zone can be collected
and released into the atmosphere. However, a cross draft may
exist in the working site where an exterior hood operates due to,
for example, flow induced by an air conditioner. Even a very slow
cross draft at several centimeters per second could have a negative
influence on the capture zone. As a result, a cross draft does not
only change the shape of the capture zone, but also its capture
efficiency. The bell-like capture volume becomes a Rankine body-
of-revolution and the volume is contracted because of a cross
draft. Avoidance of the detrimental influence of a cross draft on
the capture zone becomes an important topic for the design and
operation of an exterior hood. This study is to propose a passive
control method which uses a flange and a baffle plate to overcome
the negative effect and to enhance the capture efficiency. Numeri-
cal results are shown to investigate the effect of the proposed
approaches and compared with available experimental data pro-
vided by Huang et al.f1–3g. Acceptable agreements are found
between numerical and experimental results.

Local industrial ventilation has been used for a long time. The
design principles for an exterior hood date back to Dalla Vallef4g
and Silvermanf5g. They provided the empirical formula to deter-
mine the axial velocity of an exterior hood according to the area
of the hood opening and the suction speed. Subsequent research-
ers developed and modified the axial velocity formula for exterior
hoods with various shapesse.g., Garrisonf6gd. In 1990, the Envi-
ronmental Protection AgencysEPAd of the USA provided the prin-
ciple of the capture efficiency for the design of an exterior hood.

In academic research, Vincentf7g described the aspiration of an
aerosol sampler in an air stream. The flow pattern in the flow field
was very similar to the present study. The concepts of a stagnation
point, a dividing streamline or streamsurface were provided. Ing-
ham and Hildyardf8g utilized potential flow theory to study the
flow pattern around an aerosol sampler in a free stream. They
provided the solution to determine the location of the stagnation
point. Sreenath et al.f9g conducted experiments to study the as-
piration of an aerosol sampler in a wind tunnel. The stagnation
point was located by flow visualization using the smoke-wire
method. Kulmalaf10g adopted a numerical model to study the

capture efficiency of an exterior hood operating in a cross draft.
He mentioned that the main factors in the efficiency of the capture
zone were the size of the exterior hood, its geometry and suction
speed. Conroy et al.f11g studied the influence of a cross draft on
an exterior hood using an analytical approach, numerical simula-
tions, and experimental methods. He mentioned the concept of a
dividing streamline which is highly relevant to the capture effi-
ciency. Chen et al.f12g utilized the dividing streamline to define
the capture zone for an exterior hood in a cross draft. The capture
zone can be used as the indicator of the capture capability of an
exterior hood. In terms of Chen et al.’s results, the capture zone
looks like a Rankine body-of-revolution when the speed ratio of
the suction to the cross draft is larger than 2. Huang et al.f1,2g
studied the capture zones of hoods with circular and rectangular
cross sections in a cross draft. Their experiments were performed
in a wind tunnel. Flow fields were visualized using smoke and
measured using a laser Doppler velocimetrysLDV d. They found
that the geometric shape of the capture zone was mainly affected
by the ratio of the suction speed to the cross draft velocity and the
aspect ratio of the rectangular cross section. They used the given
semiempirical formula based on the potential flow theory and ex-
perimental data to determine the dividing streamline. Further-
more, they also found that a circular hood has the same capture
zone and characteristic lengths as a rectangular hood when they
have the same area. As a result, the formula for the rectangular
hood can also be applied to a circular hood.

We employed a flange and a baffle plate to reduce the negative
effect and proposed a 3D numerical model. Variations in flow
structure obtained by the established numerical model are shown
in detail and explained in this paper. The flow problems under
consideration are shown in Fig. 1. The height and the widthD of
the exterior hood under consideration were 5 cm and 10 cm, re-
spectively. The widthWf of the flange varied from 1.2D to 3D.
The widthb of the baffle plate was the same asD. The height of
the vertical plate varied from 1.5D to 4.0D. Due to the baffle
plate, the capture region was enlarged. The effect of the baffle
plate is the main issue we are concerned with in this paper.

2 Mathematical Formulae and Numerical Model
We considered an incompressible fluid. The continuity and

Navier–Stokes equations were adopted as the governing equa-
tions. Air was the working fluid in this problem, so the density and
the dynamic viscosity of air were 1.204 kg m−3 and 1.51
310−5 m2 s−1 s20°C,1 atmd, respectively.Uc was the velocity
component of a cross draft in the horizontal direction and was
used as the initial condition. For the wall boundary and the solid
boundaries of the hood, the flange and the baffle plate, we im-
posed a nonslip boundary condition at those boundaries. The es-
tablished governing equations were solved numerically. We uti-
lized the finite volume method to discretize the governing
equations. The advective terms in Navier–Stokes equations were
discretized using the QUICK schemesLeonardf13gd. The fourth
order Adams-Bashforth schemesCanuto et al.f14gd was employed
for the temporal derivative. In addition, the SOLA schemesHirt et
al. f15gd was used to predict and correct the pressure and velocity
solutions.

The 79343334 mesh was employed in the following simula-
tions. The minimumDx/D, Dy/D, andDz/D were 0.1, 0.083, and
0.1, respectively in the adopted mesh. The 3D numerical simula-
tions were performed by a PC cluster which consists of 17 nodes
sAMD XP-2400d. In the following numerical simulations, the total
considered nondimensional physical time was about 150. The
nondimensional time increment,Dt ·Uc/D, was 4310−4 to 1.6
310−3. At each time step, the maximum mass residual for all the
cells was to be less than 10−6 to satisfy the continuity equation.
The whole nondimensional maximum velocity variation through-
out the whole flow field between two time steps at the end of
simulation were less than 10−4. This state was considered the
steady state solution for all the simulations.
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3 Results and Discussion
To achieve the passive control of the capture flow, a flange and

a vertical baffle plate were used. Various effects were considered
in the capture flows. The capture envelope can be determined by a
dividing stream surfacessee Vincentf7gd. At first, the effect of the
flange installed at the hood opening was investigated. The geo-
metric size of the flange affected the capture flow. The baffle plate
was utilized to enlarge the capture zone. The plate caused a
change in the capture flow. The affected capture flow was ex-
plored in the final subsection.

3.1 Effect of Flange.One of the methods to avoid the nega-
tive effect of a cross draft is to install a flange at the hood opening.
The main idea is to avoid the influence of the wake behind the
hood. A flange may achieve this purpose, because it separates the
capture region and the wake behind the hood. Subsequently, an-
other question is the determination of the flange size. Those points
become the main topics in this subsection.

Various flanges ofWf /D=1.2–3.0 were considered in this
study.z, h, andj refer to the characteristic lengths of the capture
zone.z is the horizontal distance from the stagnation point of the
dividing streamline to the center of the hood opening.h is the
vertical distance from the center of the hood opening to the divid-
ing streamline.j is the vertical distance from the horizontal level
of the hood opening to the inlet location of the dividing stream-
line. They are relevant to the size of the capture volume. Figure 2
shows the variation of the characteristic lengths with respect to
Wf /D and R. h and j did not change withWf /D in Fig. 2. z,
relevant to the stagnation point, was affected byR andWf /D. Let
us investigate the variation ofz /D first for the case ofWf /D=3. It
varied from 1.25 to 0.7 asR increased. The changed capture zone
was larger than in the case without a flangesh /D=0.5d. Further-
more, a variety of flanges were considered to investigate their
improvement onz. It was found that all the considered flanges up
to Wf /D=2.5 improve z. The improvement reduced asR in-
creases. Meanwhile, large flanges caused better improvement.
However, whenWf /D exceeded 2.5, the variation ofz with re-
spect toR was the same. Hence, a flange ofWf /D larger than 2.5
is not necessary.

We also compared the results of characteristic lengths given by
the established numerical model with the experimental results
sHuang et al.f2gd. Figure 3 demonstrates the comparison between
those approaches. Numerical results of variousWf /D and R are
close to the experimental ones. There are differences between
them atR=0.113. However, the tendencies are the same. They
both reveal that onlyz is affected by a flange.h and j hardly
change when a flange is used.

3.2 Effect of Baffle Plate.As illustrated in the above section,
a flange may improve the capture zone in a cross draft, but it is
very limited. An alternative is to utilize a baffle plate. Huang et al.
f3g were the first to propose this idea to enhance the capability of
the hood in a cross draft. They performed flow visualization ex-
periments and LDV measurements to observe the flow variation

due to a baffle plate. It is well-known that vortex shedding is
expected to be found behind the platessee Bradburyf16gd. Con-
sequently, a low pressure zone is formed behind the plate. There-
fore, this may be helpful for capture of pollutants from other high
pressure zones to the low pressure zone. Knowing this, the verti-
cal plate may be installed between the hood and the inlet bound-
ary of a cross draft. Figure 1 shows the location of the baffle plate
with width b and lengthl. The distance between the plate and the

Fig. 1 Schematic diagram of the proposed hood with a flange
and a baffle plate

Fig. 2 Variation of characteristics lengths
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center of the hood opening isL. There is a bridge to connect the
vertical plate and the flange. How should we decide onL andb?
Since the width of the wake behind the plate is close to the width
of the plate, the first idea is to letb be equal to the length of the
hood, D=10 cm. Hence the opening of the hood is within the

recirculation zone.

3.2.1 Determination of Recirculation Zone. To make sure the
hood opening was within the recirculation zone behind the plate, a
uniform flow past a vertical plate with a height of 50 cm and
width of 10 cm was simulated first. In order to get the time-
averaged length of the recirculation zone, instantaneous velocity
solutions were averaged to get a quasi-steady velocity field. We
considered cross flows ofUc=0.4 m s−1 to 1.6 m s−1. The corre-
sponding Reynolds number, Re=Ucb/n, varied from 2 650 to
10 600. Numerical simulations were performed to get instanta-
neous solutions for velocity and pressure. The total nondimen-
sional physical time for the averaged solutions was about 1000.
Figure 4 shows the variation of the average wake length,Lr, with
respect to the Reynolds number.Lr is the horizontal distance from
the plate to the saddle point of the recirculation zone. We com-
pared the numerical results with the experimental results provided
by Huang et al.f3g. Although the numerical results did not com-
pletely agree with the experimental results, their tendencies were
very similar. We found the average length of the recirculation
zone varies from 1.5D to 2.5D. The minimum difference between
the numerical and experimental results isUc=0.6 m s−1 sRe
=4000d. In terms of these results, the distanceL between the plate
and the end of the hood opening was 2.2D, i.e., 22 cm. Mean-
while, the magnitude ofUc was fixed at 0.6 m s−1 to make the
numerical results close to the real flow fields.

3.2.2 Flow Variation Due to the Baffle Plate. Another problem
regarding the plate is its height,l. The main factor determining the
height, l, is the suction speed,Vs. Hence, the following studies
focus on the relationship amongl, Vs and the size of the capture
zone.Vs ranged from 2.35 m s−1 to 5.33 m s−1. The corresponding
R ranged from 0.255 to 0.113. In addition,l /b ranged from 1.5 to
4. There was no vortex shedding behind the vertical plate due to
the hood suction. The nondimensional physical time of the simu-
lation was about 1200. At the end of the simulation, the nondi-
mensional maximum variation of velocity through the whole flow
field was less than 10−4. That meant the flow field was assumed to
have reached a steady state at the end of the simulation.

First, let us observe the variation of the flow patterns with a
vertical baffle plate. Figure 5 reveals the sketch of the controlled
flow pattern. The capture zone enclosed by the dividing stream

Fig. 3 Variation of characteristic lengths with respect to R and
Wf /D. Experimental results can be found in Huang et al. †2‡.

Fig. 4 Variation of the wake length with respect to Uc. Uc var-
ies from 0.4 m s −1 to 1.6 m s −1. Corresponding Reynolds num-
bers are 2 650 to 10 600. Experimental data are provided by
Huang et al. †3‡.
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surface was enlarged due to the vertical plate. We found that the
capture zone stretched due to the plate. Meanwhile, a pair of vor-
tices attracted into the opening of the hood just like a pair of
cyclones. No vortex shedding was observed behind the baffle
plate. The wake became stable and reached a steady state due to
the interaction of the crossflow and the hood suction. Those vor-
tices caused a low pressure region which made the capture zone
larger than the one without a plate.

We investigated the effect of a baffle plate with respect to vari-
ousVs and l /b’s on the vertical central plane. The capture length
h was the vertical distance from the center of the hood opening to
the dividing stream surface. A long capture lengthh means a
better capture efficiency.h was normalized byl first. Figure 6
demonstrates the variation ofh / l with respect tol /b andR. When
l /b was less than 3.5,h was inversely proportional toR. The
capture zone contracted whenR increased. Moreover, whenl /b
exceeded 3.5, it was found thath / l is mainly affected byl /b. h / l
was proportional tol /b in this region.

Figure 7 shows the variation ofh normalized byb with respect
to R. We found the curves referring tol /b=4 and 3.5 were almost
horizontal. It meant thath /b was not affected byR in those cases.
In addition, h /b was inversely proportional toR in the case of
l /b=1.5. Cases betweenl /b=2 and 3 were affected byR andl /b.
Those results agree with Fig. 6.

The obtained numerical results were compared with experimen-
tal results given by Huang et al.f3g. Figure 8 demonstrates the
comparisons. We found all the numerical results overestimated

h /b. Good agreements could be found at largel /b’s and R’s.
Although numerical results are not exactly the same as those of
Huang et al.f3g, the deviations are within an acceptable range.

4 Conclusions
The effect of a passive control method on the hood-capture flow

were studied numerically in this paper. In order to overcome the
negative effect of cross draft on the hood performance, a flange
and a baffle plate were used to improve the hood-capture flow.
Numerical simulations were performed to study the changes of the
hood flow induced by the flange and the baffle plate. The effect of
a flange on the hood-capture flow was investigated. A large flange
can enlargez effectively at a smallR when Wf /D is not larger
than 2.5. The baffle plate can improve the capture zone. The in-
teraction of the cross draft and the hood-suction caused a stable
recirculation behind the plate. The capture zone was stretched due
to the existence of the low pressure zones caused by the stable
recirculation behind the baffle plate. In practice, the width of the
baffle plate can be equal to the length of the hood opening. When
the velocity ratio of a crossflow to suctionR is fixed, an increased
aspect ratiol /b would enlarge the capture zone. The minimum

Fig. 5 Schematic diagram of the hood-capture flow pattern

Fig. 6 Variation of h / l with respect to l /b and R

Fig. 7 Variation of h /b with respect to l /b and R

Fig. 8 Variation of h /b with respect to l /b and R. Experimental
data are provided by Huang et al. †3‡.
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h / l is at least larger than 0.5. It is better than the one without a
baffle plate. The negative effect of a crossflow decreases when
plates of largel /b are utilized. When one uses a baffle plate,h
improves. It means that a baffle plate can change the negative
effect of crossflow successfully. It is a simple and passive method.
Numerical results ofh were compared with experimental results
given by Huang et al.f3g. Acceptable agreements were found
among present and experimental data. Figures 6 or 7 can be con-
veniently used to determine the proper size of a baffle plate. These
results are very useful for design and operation of a hood in a
crossflow.
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Nomenclature
b 5 width of baffle plate, cm
D 5 length of square cross section of hood, cm
L 5 horizontal distance between baffle plate and

center of the hood opening, cm
Lr 5 averaged length of steady wake behind a verti-

cal plate normal to a cross draft, cm
l 5 length of baffle plate, cm

R 5 velocity ratio of crossflow to hood suction
speed,Uc/Vs

Re 5 Reynolds number,Ucb/n
Uc 5 uniform velocity of cross flow, m s−1

Vs 5 suction speed of hood, m s−1

Wf 5 length of flange, cm
r 5 density of air, 1.204 kg m−3 s20°C,1 atmd
n 5 kinetic viscosity of air, 1.51310−5 m2 s−1

s20°C,1 atmd
h 5 vertical distance from hood opening to divid-

ing streamline along symmetry axis, cm
j 5 vertical distance from hood opening to stream-

line at inlet boundary, cm

z 5 horizontal distance from stagnation point on
flange to central axis of hood, cm

References
f1g Huang, R. F., Sir, S. Y., Chen, Y. K., Yeh, W. Y., Chen, C. W., and Chen, C. C.,

2001, “Capture Envelopes of Rectangular Hoods in Cross Drafts,” Am. Ind.
Hyg. Assoc. J.,62, pp. 563–572.

f2g Huang, R. F., Chen, J. L., Chen, Y. K., Chen, C. C., Yeh, W. Y., and Chen, C.
W., 2001, “The Capture Envelope of a Flanged Circular Hood in Cross
Drafts,” Am. Ind. Hyg. Assoc. J.,62, pp. 199–207.

f3g Huang, R. F., Liu, G. S., Lin, S. Y., Chen, Y. K., Wang, S. C., Peng, C. Y., Yeh,
W. Y., Chen, C. W., and Chang, C. P., 2004, “Development and Characteriza-
tion of a Wake-controlled Exterior Hood,” J. Occup. Environ. Med.,1, pp.
769–778.

f4g Dalla Valle, J. M., 1945,Exhaust Hoods, Industrial Press, New York, pp.
21–48.

f5g Silverman, L., 1943, “Fundamental Factors in the Design of Exhaust Hoods,”
Sc.D. thesis, Harvard University.

f6g Garrison, R. P., 1981, “Centerline Velocity Gradients for Plain and Flanged
Local Exhaust Inlets,” Am. Ind. Hyg. Assoc. J.,42, pp. 739–746.

f7g Vincent, J. H., 1989,Aerosol Sampling—Science and Practice, Wiley, New
York.

f8g Ingham, D. B., and Hildyard, M. L., 1991, “The Fluid Flow into a Blunt
Aerosol Sampler Oriented at an Angle to the Oncoming Flow,” J. Aerosol Sci.,
22, pp. 235–252.

f9g Sreenath, A., Ramachandran, G., and Vincent, J. H., 1997, “Experimental In-
vestigation into the Nature of Airflows Near Bluff Bodies with Aspiration, with
Implications to Aerosol Sampling,” Atmos. Environ.,31, pp. 2349–2359.

f10g Kulmala, I., 1995, “Numerical Simulation of the Capture Efficiency of an
Unflanged Rectangular Exhaust Opening in a Coaxial Air Flow,” Ann. Occup.
Hyg., 39, pp. 21–33.

f11g Conroy, L. M., Trevelyan, P. M., and Ingham, D. B., 2000, “An Analytical,
Numerical, and Experimental Comparison of the Fluid Velocity in the Vicinity
of an Open Tank with One and Two Lateral Exhaust Slot Hoods and a Uniform
Crossdraft,” Ann. Occup. Hyg.,44, pp. 407–419.

f12g Chen, Y. K., Huang, R. F., and Chen, C. W., 2001, “Capture Envelope of a
Hood Opening under Crosswind Condition—A Numerical Approach,” J. Inst.
Occup. Safety Health,9, pp. 225–239.

f13g Leonard, B. P., 1979, “A Stable and Accurate Convective Modeling Procedure
Based on Quadratic Upstream Interpolation,” Comput. Methods Appl. Mech.
Eng., 19, pp. 59–98.

f14g Canuto, C., Yousuff, H. M., Quarteroni, A., and Zang, T. A., 1988,Spectral
Methods in Fluid Dynamics, Springer-Verlag, Berlin, pp. 101–104.

f15g Hirt, C. W., Nichols, B. D., and Romero, N. C., 1975, “SOLA—A Numerical
Solution Algorithm for Transient Fluid Flow,” LA-5852 technical report, Los
Alamos Scientific Laboratory, New Mexico.

f16g Bradbury, L. J. S., 1976, “Measurements with a Pulsed-wire and a Hot-wire
Anemometer in the Highly Turbulent Wake of a Normal Flat Plate,” J. Fluid
Mech., 77, pp. 473–497.

Journal of Fluids Engineering MAY 2005, Vol. 127 / 623

Downloaded 03 Jun 2010 to 171.66.16.154. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Analysis for Slip Flow Over a Single
Free Disk With Heat Transfer

Aytac Arikoglu

Ibrahim Ozkol 1

Faculty of Aeronautics and Astronautics, Istanbul
Technical University, 34469 Maslak, Istanbul, Turkey

1 Introduction
In this study the equations of motion derived by von Karman

f1g, with Benton’s transformationsf2g for the flow over a single
free disk is studied for the slip flow. The slip regime for the
Knudsen numbersKnd is valid in the range 0.1.Kn.0.01 f3g.
For Kn,0.01 the no-slip condition is present and forKn.0.1 the
Navier–Stokes equations cannot be used since the flow field can-
not be assumed to be continuum. In our study, the slip and the
no-slip regimes that lie in the range 0.1.Kn.0 is considered.

The subject of the rarefied gas dynamics can be conveniently
defined as the study of gas flows in which the average value of the
distance between two subsequent collisions of a molecule, namely
the mean free path, is not negligible in comparison with a char-
acteristic length of the structure considered. This type of flow is
commonly encountered in many engineering aspects such as,
high-altitude flight, micro-machines, vacuum technology, aerosol
reactors, etc.

Mainly, requirement of high temperatures in the turbine stage of
a gas turbine engine to achieve high thermal efficiencies, cooling
of the air is essential to ensure for extending the life of turbine
disks and blades. It is vital to know how flow and thermal fields
are at every stage for a safe and effective work life, in the opera-
tion of the rotary type machine systems. For an accurate determi-
nation of temperature distribution, firstly the flow field must be
solved as precisely as possible. Since the governing equations,
namely the momentum equations, are highly nonlinear and
coupled, it is hard to obtain exact analytical solutions for the full
problem.

In 1921, von Karmanf1g discovered the self similar behavior of
the flow over a single free disk and solved the resulting ordinary
differential equation system by using an approximate integral
method. Latter, Cochranf4g obtained more accurate results by
matching a Taylor series expansion near the disk with a series
solution involving exponentially decaying functions far from the
disk at a suitable mid point. Bentonf2g improved Cochran’s so-
lutions and solved the problem for the unsteady case. The problem
of heat transfer was first considered by Millsaps and Polhausenf5g
for the values of Prandtl numbersPrd between 0.5 and 1.0. Then,
Sparrow and Greggf6g extended this work for a range of 0.1
,Pr,100 by neglecting the dissipative terms in the energy equa-
tion.

In this study we used the differential transform methodsDTMd,
which was introduced by Zhouf7g in a study about electrical
circuits. It is semianalytical-numerical technique depending on
Taylor series that is promising for various types of differential
equations. With this technique, it is possible to obtain highly ac-
curate results or exact solutions for the differential or integro-
differential equation consideredf8–10g.

2 Theoretical Model for the Problem
Let su,v ,wd be the velocity components in the cylindrical co-

ordinatessr ,u ,zd, respectively, andt be the temperature. Assum-
ing that temperature is a function of the axial coordinatez only,
the following similarity variables are introducedf1g:

u = VrFszd, v = VrGszd, w = ÎVvHszd,

p = − rVvPszd andTszd = st − t`d/st0 − t`d s1d

where,z=zÎV /n is the dimensionless axial coordinate. To solve
the problem in a bounded domain, we use the following depen-
dent and independent variables introduced by Bentonf2g:

j = e−cz s2d

Fszd = c2fsjd, Gszd = c2gsjd, Hszd = − cf1 − hsjdg s3d
Then, the Navier–Stokes equations and the energy equation, by
neglecting dissipation terms, read:

j2f9sjd = f2sjd − g2sjd − jf8sjdh s4d

j2g9sjd = 2fsjdgsjd − jg8sjdhsjd s5d

jh8sjd = 2fsjd s6d

T9szd = PrHT8szd s7d
where, Pr is the Prandtl number. Since the assumption of con-
tinuum media fails, rarefied gases cannot be investigated with
N.S. equations for a value of Knudsen number higher than 0.1
f11g. For the range 0.1.Kn.0.01 the no slip B.C. cannot be used
and should be replaced with the following expressionf3g:

Ut =
2 − s

s
l

]Ut

]n
s8d

whereUt is the tangent velocity,n is the normal direction to the
wall, s is the tangential momentum accommodation coefficient,
and l is the mean free path. ForKn,0.01 the viscous flow is
recovered and the no slip condition is valid. In our considerations
the slip and the no-slip regimes of the Knudsen number that lies in
the range 0.1.Kn.0 will be taken into account. By using Eq.
s8d, the boundary conditions for the problem can be introduced as
follows:

fs1d = vf8s1d, gs1d = c−2 − vcg8s1d, hs1d = 1 s9d

fs0d = 0, gs0d = 0, hs0d = 0 s10d

where,v=fs2−sdlV1/2g /sn1/2 is the slip factor. And the B.C.’s
for the temperature are:

Ts0d = 1, Ts`d = 0 s11d
By integrating Eq.s7d with the first boundary condition in Eq.
s11d, the dimensionless temperature can be evaluated in terms of
the axial part of the velocity field as follows:

Tszd = T8s0dE
0

z

ePre0
bHshddhdb + 1 s12d

where,b andh are dummy variables. The missing B.C.T8s0d is
obtained from the far field B.C. given in Eq.s11d as follows:

T8s0d = − 1YE
0

`

ePre0
bHshddhdb s13d

3 The Solution
In solving Eqs.s4d–s6d with the B.C.’ss9d ands10d, we applied

DTM at j=0. By using the theorems inf8g, the differential trans-
form of Eqs.s4d–s6d can be evaluated as follows:
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F̃skd =
1

ksk − 1dol=0

k

fF̃sldF̃sk − ld − G̃sldG̃sk − ld − lF̃sldH̃sk − ldg

s14d

G̃skd =
1

ksk − 1dol=0

k

f2F̃sldG̃sk − ld − lG̃sldH̃sk − ldg s15d

H̃skd =
2

k
F̃skd s16d

where,kù2 and F̃skd, G̃skd, and H̃skd denote to the differential
transforms offsjd, gsjd, and hsjd, respectively. To evaluate the
dependent variables, we need to know the missing B.C.’sf8s0d
andg8s0d. In many studies, such asf12g, the shooting method is
used to determine unknown B.C.’s. Instead of using the shooting

method, we obtained the values ofF̃skd, G̃skd and H̃skd for k
=2,3,… ,N in terms off8s0d andg8s0d, which will be called asf1
andg1 respectively, then by using the B.C.’s given in Eq.s9d for
j=1, we evaluatedf1, g1, andc numerically. This is much faster
and cost efficient than the numerical techniques since it is not
iterative. With the new defined ones, the B.C.’s given in Eq.s10d
for j=0 are transformed as follows:

F̃s0d = 0, G̃s0d = 0, H̃s0d = 0, F̃s1d = f1 andG̃s1d = g1

s17d
By using the recurrence relations in Eqs.s14d–s16d and the trans-

formed boundary conditions in Eq.s17d, F̃skd, G̃skd, andH̃skd for
k=2,3,… ,N are evaluated. Then, using the inverse transforma-
tion rule in f8g, the series solutions are obtained from:

fsjd = o
k=0

N

F̃skdjk, gsjd = o
k=0

N

G̃skdjk, hsjdo
k=0

N

H̃skdjk s18d

where,N is the number of terms to be calculated. By calculating
up to N=6, we get:

fsjd = f1j − 1
2sf1

2 + g1
2dj2 + 1

4 f1sf1
2 + g1

2dj3 − 1
144s17f1

4 + 18f1
2g1

2

+ g1
4dj4 + 1

1152f1s61f1
4 + 74f1

2g1
2 + 13g1

4dj5 − 1
86400s1971f1

6

+ 2825f1
4g1

2 + 889f1
2g1

4 + 35g1
6dj6 + ¯ s19d

gsjd = g1j − 1
12g1sf1

2 + g1
2dj3 + 1

18f1g1sf1
2 + g1

2dj4 − 1
1920g1s53f1

4

+ 58f1
2g1

2 + 5g1
4dj5 + 1

5400f1g1s65f1
4 + 82f1

2g1
2 + 17g1

4dj6 + ¯

s20d

hsjd = 2f1j − 1
2sf1

2 + g1
2dj2 + 1

6 f1sf1
2 + g1

2dj3 − 1
288s17f1

4 + 18f1
2g1

2

+ g1
4dj4 + 1

2880f1s61f1
4 + 74f1

2g1
2 + 13g1

4dj5 − 1
259200s1971f1

6

+ 2825f1
4g1

2 + 889f1
2g1

4 + 35g1
6dj6 + … s21d

The solutions are given here up toOsj6d, however, one can easily
obtain higher ordered terms. After evaluatingfsjd, gsjd, andhsjd,
the original dependant variablesFszd, Gszd, andHszd are obtained
by using Eqs.s2d ands3d. If necessary,Pszd can be obtained from
the following equation:

Pszd − P0 = Hszd2/2 − H8szd s22d

4 Results and Discussion
The variation of the flow field parametersF8s0d, G8s0d, and

Hs`d=−c with respect to the slip factor are given below in Table
1 with comparison tof13g. The other parameters, which aref1, g1,
andT8s0d are reported in Table 2.

We evaluated the results in Tables 1 and 2 and Figs. 1–10 by
calculatingN=60 terms. One can see from Table 1 that the results
obtained forF8s0d, G8s0d, andHs`d are in good agreement with
f13g. While evaluating the thermal field, we took Pr=0.71, which
is the value of Prandtl number for air. By continuing the same
procedure, the thermal field can be computed for other Prandtl
numbers.

Figures 1 and 2 show that the magnitudes of the surface skin
friction in radial and circumferential directions decrease with an
increase inv. This is quite natural sincev, the slip factor, is the
ratio of slip to viscous effects. As a consequence and as it can be
observed from Fig. 4, the inflow rate at infinity decreases since the
radially outwards boundary layer loses its thickness and is fed by
the fluid stream in axial direction.

As one can see from Fig. 3, the minimum value forT8s0d is not
reached atv=0. We calculated this value asv=0.2836 and the
value corresponding to this point asT8s0d=−0.337462. This value
of the slip factor is of great importance since the heat transfer
from the rotating disk is directly related to the temperature gradi-
ent atz=0. We can state that the maximum cooling of the rotating
disk is reached at this value of the slip factor if the ambient fluid
is colder than the rotating disk. The magnitudes of the radial and
the circumferential velocities just above the rotating disk are
given below in Figs. 5 and 6.

The highest value of the radial velocity on the surface is
0.128440 and this value is reached atv=1.1586. This value of the

Table 1 Variation of the flow field parameters due to v with comparison to Ref. †13‡ „N=60…

v F8s0d F8s0d f13g G8s0d G8s0d f13g Hs`d Hs`d f13g

0.0 0.510232619 0.51023262 20.615922014 20.61592201 0.88447411 0.8844742
0.1 0.421453639 0.42145364 20.605835241 20.60583524 0.88136423 0.8813642
0.2 0.352581007 0.35258101 20.583676764 20.58367676 0.87395729 0.8739572
0.5 0.223848209 0.22384821 20.502809702 20.50280970 0.84239263 0.8423926
1.0 0.127923645 0.12792364 20.394927595 20.39492760 0.78947720 0.7894772
2.0 0.061010098 0.06101010 20.273370132 20.27337013 0.71031331 0.7103134
5.0 0.018588527 0.01858853 20.143388209 20.14338821 0.58376463 0.5837646
10.0 0.006812558 0.00681256 20.081030089 20.08103009 0.48758465 0.4875846
20.0 0.002361594 0.00236159 20.043788462 20.04378846 0.39997581 0.3999758

Table 2 Variation of T8„0…, f1 and g1 with respect to v „N=60…

v T8s0d f1 g1

0.0 20.32586039 1.182244779 1.536776526
0.1 20.333496950 1.096913972 1.422174786
0.2 20.336780900 1.038943086 1.339504645
0.5 20.334652873 0.942790947 1.191324451
1.0 20.320432993 0.875499819 1.076800290
2.0 20.292997980 0.825074692 0.983003210
5.0 20.244046155 0.783417800 0.898674732
10.0 20.205049245 0.765039980 0.858998126
20.0 20.168829630 0.753582150 0.833355187
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slip factor may be necessary and important practically, if the aim
is to use the disk as a centrifugal fan. As one can see from Fig. 6,
the maximum circumferential velocity on the surface is atv=0,
where the no-slip condition is present. This is a result of the nega-
tive gradient of the circumferential velocity inz direction above
the disk. Variations ofF, G, H, andT for several values ofv are
given below in Figs. 7–10.

From Figs. 7–9, the decreasing effect of the slip factorv on
velocity field can be easily seen. In the limit casev→`, when the
flow is entirely potential, the rotating disk has no effect on rotat-
ing the fluid particles, therefore, the velocity field is constant and
equal to zero.

This is natural, since the rotating disk acts like a centrifugal fan
and owing to the centrifugal forces, throws the fluid that sticks on
it. A fluid stream compensates this thrown fluid, which is in the
axial direction. Whenv increases, less amount of fluid can stick
and the rotating disk loses its efficiency to transfer its circumfer-
ential momentum to the fluid particles. The fluid loses circumfer-
ential velocity therefore the centrifugal forces that throw the fluid
outwards decrease. Since the disk throws less fluid away, less
amount of fluid stream in the axial direction exists.

From Fig. 10, one can conclude that as the slip factorv in-
creases,Tszd tends to vary linearly. This is a result of the fact that
as v increases,Hszd decrease and in the limit case ofv→`, H
=0 can be taken. From Eq.s7d, this leads to the following case:

lim
v→`

T9szd = 0 s23d

where, the solution is a line and for large values ofv, it can be
approximately taken as:Tszd>T8s0dz+1 to ease the computa-
tions, if necessary.

Fig. 1 Variation of F8„0… with v

Fig. 2 Variation of G8„0… with v

Fig. 3 Variation of T8„0… with v

Fig. 4 Variation of H„`… with v

Fig. 5 Variation of the radial velocity with respect to v at z
=0

Fig. 6 Variation of circumferential velocity with respect to v at
z=0

Fig. 7 Radial component of the velocity for several values of
v
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5 Conclusion
In this study, the slip flow over a rotating infinite disk is con-

sidered. DTM is used as the solution technique after the domain is
transformed to a bounded one. Velocity and thermal fields are
evaluated accurately. Numerical and graphical results are given
and the effect of slip to the flow field variables is discussed in
detail. The point that is worth noticing in this paper is that robust-
ness of the DTM since it solves nonlinear-coupled equations in a

simplified and tractable manner with high accuracy. This study
also diverges from the similar studies in literature by solving tem-
perature field for the slip flow over a rotating disk.
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